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Overview
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. R&D in collaboration with AARNet and ASGC (&) open Source Storage
» Take advantage of wide-area distributed installations
* Profit from experience of running EOS across 2 Data Centres
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Data replication in storage pools
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Storage pools were created with filesystems from all four sites. Files were replicated
according to the different configured policy (e.g. 3 replicas: MEL-GVA-TPE).

Network Topology Observations

The network data path are not dedicateq, they EOS confirmed its capability in
change over time and are not symmetric. correctly handling multiple sites even

B 1 i S T .= with very high latencies.
w::,_ F oo ~"]§”% ,}* R
""" ¥ ' I I
onke . Performance using native clients were

Py X324 dictated by the connectivity status of
the sites.
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£ Authentication (for read or for write)
was affected by the latency to contact
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Contact: Luca.Mascetti@cern.ch



