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We put together a 3 PB budget Lustre file system with the performance to support 4000 analysis jobs
and the capability to double in size.
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1) Typical data analysis job
uses 5MB/s, there are 4000
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5) Works with the WLCG
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Meta Data Server (MDS/MDT) HA

Dell MD3400 + 2*Dell R630 OS = Scientific Linux 6.7

Lustre version = 2.8
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Benchmark Performance

Results show that for 1.5 PB system, read and write

Double (or better) performance of a single storage
server with a few optimisations speed greater than 15GB/s. Confident that full system

(3PB) will perform grater than required 20 GB/s
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For Lustre benchmarking up to 24 10zone =
clients, each client runs 10 threads
750.000 - transferring a file size of 24GB in chunks
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echo deadline > /sys/block/sdb/queue/scheduler
:z;g 2832 Z ;::z;Eizz]]:;z:g;gs:s:;zz;giglri::;-ikb + echo 5 > /proc/sys/vm/dirty background ratio OR echo 1 > /proc/sys/vm/dirty background ratio Dell 730XD Servers Was created Wlth up tO 24
echo madvise > /sys/kernel/mm/ echo 10 > /proc/sys/vm/dirty ratio echo 75 > /proc/sys/vm/dirty ratio N N
echo 262144 > /proc/sys/vn/min_free_kbytes client nodes dedicated to the benchmark tests

redhat transparent hugepage/enabled
echo madvise > /sys/kernel/mm/
redhat transparent hugepage/defrag

echo 262144 > /proc/sys/vm/min_free kbytes
echo 50 > /proc/sys/vm/vfs_cache pressure

echo 50 > /proc/sys/vm/vfs_cache pressure

Real World Performance of full 3 PB system

6 month average read speed = 4.8 Gb/s
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Lustre read metric

== Lustre_total 0.3 22.4 4.8
== Lustre_R510B 0.0 3.0 0.7
== Lustre_R510A 0.1 8.5 2.1
== Lustre_R730XD 0.1 171 2.0
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== |ustre_total 0.1 7.2 1.6
6 == Lustre_R510B 0.0 1.5 0.3
== Lustre_R510A 0.1 4.1 0.8
é 4 == Lustre_R730XD 0.0 2.4 0.5
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6 month average write speed = 1.6 Gb/s
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Future Plans:

Double the Storage of the cluster to 6PB in 2018. Upgrade
OSS servers to SL/CentOS 7 and Lustre 2.9 which provides
additional functionality such as user and group ID
mapping which would allow the storage to be used in
different clusters. Examine the use of ZFS in place of
hardware raid which might help mitigate very long raid
rebuild times after replacement of a failed hard drive.
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Links:
StoRM: http://italiangrid.github.io/storm/index.html
CHEP2012: Scalable Petascale Storage for HEP using Lustre: Journal of Physics: C.J. Walker D.P. Contacts:
T d A.J. Martin. Conf Series 396 (2012) 042063
reyneran artin. Conference Series 396 (2012) Daniel Traynor: d.traynor@gmul.ac.uk

CHEP2015: Optimising network transfers to and from Queen Mary University of London, a large
WLCG tier-2 grid site: C J Walker, D P Traynor, D T Rand, T S Froy and S L Lloyd. Journal of Terry Froy: t.froy@qmul.ac.uk

Physics: Conference Series 513 (2014) 062048
Christopher J. Walker: c.j.walker@gmul.ac.uk,

|IOzone: http://www.iozone.org/
School of Physics and Astronomy, Queen Mary University

of London, Mile End Road, London, E1 4NS

BeeGFS Tips and Recommendations for Storage Server Tuning: http://www.beegfs.com/wiki/

StorageServerTuning

ESnet Fasterdata Knowledge Base: http://fasterdata.es.net/
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