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File durability and availability play a
fundamental role in dCache Quality of
Service. In the absence of a tertiary
persistent back-end (i.e., in disk-only
systems), dCache provides for them by
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