
Figure 1: Schematic diagram showing the overall data processing model in Run-II, where the
blue solid line represents data flow, and the red dashed line the propagation of calibrations.

input. These calibrations are implemented before HLT2 has processed the data, which is
a prerequisite for the successful functioning of the Turbo stream as it relies on information
calculated by HLT2. The calibrations are also used by HLT1 for subsequent processing.
The alignment and calibration tasks are performed at regular intervals. These intervals can
be as frequent as each time a new LHC proton beam is formed or less frequent depending
on the calibrations being calculated. The calibration tasks are performed in a few minutes
using the nodes from the EFF. The resulting alignment or calibration parameters are
updated if they di↵er significantly from the values used at a given time and are stored in
a database as a function of time.

Full details of the real-time alignment procedure are provided in Ref. [8] and are
summarised in this section. The major detector alignment and calibration tasks consist of
the following.

Alignment of the VELO and tracking stations. Misalignment of the VELO and tracking
stations has a direct impact on the momentum resolution of charged particles. The
alignment is achieved through minimisation of the residuals of a Kalman fit [9] to a set
of well reconstructed tracks from HLT1. The alignment of the VELO is performed first
followed by the corresponding alignment of the tracking stations. This order is chosen due
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CHEP 2016 — DATA ANALYSIS IN REAL TIME WITH THE LHCb TRIGGER

▸ Run2: LHCb deployed new data taking strategy  

▸ Trigger == offline reconstruction, including PID 

▸ Detector calibration / alignment within O(min) 

▸ Turbo stream: 

▸ 1/4 of event rate @ 1/50 of bandwidth 

▸ No offline reconstruction, only trigger 
information available:  

▸ Increases physics program for same 
resources 

▸ Next step: customization of data out of the 
trigger per measurement 

▸ Critical first steps towards our Run3 upgrade

1

Real time signals in 2015

Trigger level signal purities and resolutions for charged particles identical to the 
best possible offline ones. Published first papers 2 weeks after data taken! 24

conclusion

conclusion

first experiment of this scale to perform alignment and
calibration online

works extremely well; get beautiful peaks out of the trigger
(TURBO stream)
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(for details, see talk by Alex Pearce on Monday)

tremendous improvements in track reconstruction (time)

offline track reconstruction now also used in HLT
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