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The LHCb Upgrade 

❍  The LHCb detector 
will be upgraded for 
Run3 (2021+) 

❍  Factor 5 increase in 
instantaneous 
luminosity  
❏  4 1032 à 2 1033 cm-2 s-1 

❍  Output rate of 
hardware trigger L0 
(1MHz) becomes 
limiting factor 
❏  Deploy a fully software 

trigger, able to sustain 
the 30MHz inelastic event 
rate 

C. Bozzi - CHEP 2016 2 

Real time analysis with the upgraded LHCb trigger in Run III
Tomasz Szumlak AGH UST Kraków

on behalf of the LHCb Collaboration
22nd International Conference on Computing in High Energy and Nuclear Physics, 

Oct 10 - 14 2016

LHCb Upgrade Plan

at L0 Trigger Level:
min.bias : 𝒄ത𝒄 : 𝒃ഥ𝒃

250 : 20  : 1

VELO

LHCb Trigger (R)Evolution

Modernised detector

Real-time calibration and alignment Real time selection: Turbo stream

� Installation planned for the Long Shutdown 2 starting in 2019

Run I evolution from 2 to 5 kHz 

� Properly done spatial alignment of the respective sub-detectors and their
calibration has profound and direct impact on the physics performance

� Can substantially improve primary vertices reconstruction, proper time and
impact parameter performance

� Since we aim at the HLT reconstruction to be of the offline quality – create

a dedicated data stream that persists only the HLT candidates – Turbo stream

�Much smaller event size 70 kB/event (full) vs. 5 kB/event (Turbo)

� No offline re-processing – ready for physics analysis immediately

� All Turbo trigger lines amount to ~ 2.5 kHz (~ 10 kHz for the full stream)

VELO
Si strips

(replace all)

Silicon Tracker
Si strips

(replace all)

Outer Tracker
Straw tubes

(replace R/O)

RICH
HPDs

(replace HPD & 
R/O)

Calo
PMTs (reduce PMT gain, 

replace R/O)

Muon MWPC
(almost compatible)

� Completely new tracking system – pixel vertex detector, new strip and 
scintillating fibre trackers

� New custom made electronics capable to process data on-detector

We are here! LHCb Upgrade

� Need to remove hardware trigger (L0), i.e., move from the full detector

readout done @1 MHz to 40 MHz one

� The upgraded LHCb must cope with up to five times higher inst.
luminosity relative to Run II (𝓛 = 𝟐 ȉ 𝟏𝟎𝟑𝟑 𝐜𝐦ି𝟐𝐬ି𝟏)

� Triggerless readout with the full software trigger that requires real-time
calibration and alignment

� Offline-like reconstruction run in real time

� Use Run II trigger system as a testbed for new techniques for Run III

�Huge Challenge!

Machine

Hardware
trigger layer – L0

Software trigger
layer – HLT

Storage

� 1.1 MHz full detector read-out
� Data partially defered

Data buffer

Machine

Hardware
trigger layer – L0

Splitted– HLT

Storage

Data buffer

~ 5 PB

Current Run II trigger system

� 1.1 MHz full detector read-out
� HLT is split, real-time calibration and alignment
� Offline-like quality tracking and selections in trigger

Machine

1-30 MHz full
detector read-out

L0 completely
removed!

Storage

� 1-30 MHz full detector read-out
� Full-software system
� Time constraints crucial!

Run III (upgraded) trigger

Upgraded trigger paradigm: no longer concentrate on the 
background rejection but rather focus on discriminating 
between different signal classes   

Better impact parameter
resolution ~ 11.6 µm

Better mass resolution
~ 49 MeV/c2

Improving exclusive
selections using hadron PID

Full detector alignment
perfomed in real time!

The same set of calibration
constants used by the
trigger and offline!

� Turbo stream used for early measurement of 
the 𝑱/𝝍 production cross section 

� Trigger selection yielded over one million 
candidates – no further offline processing done

� Results ready after one week from their 
acquisition!

JHEP 10 (2015) 172

� Further improvements for the upgrade – Turbo++

�Much more flexible data format – each trigger line (selection) can decide how 
much raw and reconstructed event to persist

� Using the Run II to test the approach
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Software and computing in the LHCb Upgrade era 
❍  The concepts deployed for Run2 will be further 

exploited for the Run3 Upgrade 
❏  HLT split into two parts  
❏  Turbo stream 

✰  final reconstructed physics objects in MDST format  
✰  RAW information not kept on offline storage 

❍  30 MHz events triggered in software 
❏  Strain on CPU efficiency of the trigger software 
❏  Trigger only signal events, 100% retention offline 

✰  event selection becomes classification 
✰  offline storage costs driven by HLT output rate 

❍  HLT output rate O(GB/s), all Turbo 
❏  Smaller event size, more events, format in a range 

between MDST and DST 
❏  Very little offline data processing 

❍  Signal proportional to MC needed 
❏  Work for simulation explodes  

Turbo"

User analysis"



Two “driving forces” of SW and COMP Upgrade 

❍  MC won’t fit (by far) into the 
“pledgeable” resources 
❏  Aim to simulate 100 % of recorded 

(currently: 12%) 
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❍  Usage of trigger farm not 
optimal 

[©Rainer Schwemmer]	
•  Full Sim 600 HS06.s 

(curr 3-5 times that ) 
•  Fast Sim 10% of Full Sim 
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Framework (r)evolution 

❍  Gaudi is and will stay the LHCb 
software framework 

❍  Current single-threaded, sequential 
processing of events needs to change 
❏  Cache misses are increasingly a problem  
❏  Improve SIMD processing  
❏  Effective use of multiple cores  

❍  Develop task-concurrent framework 
by using GaudiHive ideas 
❏  Scheduler automatically executes 

algorithms as data dependencies become 
available  
✰  Re-think algorithms as re-entrant entities to be 

executed in parallel 
✰  Input/output data needs to become immutable  
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Trigger output rates: (0.2 æ 5.0 æ 12.5) kHz

but it could still be more!
Track reconstruction is main time consumer
 exploit advances in parallelization technology
Not all of our hardware is identical: need set of
instructions that works on all CPUs
 common standard Intel SSE2
Concentrate on SingleInstructionMultipleData
in reconstruction tasks on multicore CPUs
Problems: SIMD needs to be put in by hand.
Reconstruction software contains a lot of
selection (branching), not so much identical
computation

 Need to find time-consuming hot spots for
SIMD

(TDR 1998)

(Run I 2012)

(Run II 2015)

Event model et al 

❍  SIMD exploitation of current event 
model difficult because of AoS design 

❍  Re-develop event model  
❏  Read-only, composable, no inheritance  
❏  Allow different representations AoS / SoA 
❏  Single precision whenever possible 

❍  Allow the object to be represented in 
different views 
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❍  Tightly coupled on how to use event data from math libraries 
❍  Investigating PODIO as a possible implementation  

❍  Conditions database and detector description not optimal 
❏  Thread safety, XML persistency… 
❏  Investigating other possibilities (e.g. DD4HEP) M. Frank et al, 

Track 2,Tu & Th 



New architectures 

❍  More freedom for the Trigger as we “own” the HW 
❏  Exploit alternative architectures 

✰  FPGA 
✰  GPGPU  
✰  KNL  
✰  ARM 
✰  Openpower  

❏  If implementation changes,  

❍  Looking into parallelizing specific algorithms 
❏  Kalman filter   
❏  Forward tracking   
❏  RICH reconstruction 
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Parts of codebase  
•  With dominant execution time 
•  More likely to be parallelizable 

make sure the same algorithm 
also runs x86_64 on the grid 



Simulation 
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❍  Run 3 offline processing will be completely dominated by Simulation 
❍  Need to gain 1-2 orders of magnitude of CPU work in order to 

keep within “flat funding” scenario 
❍  Two parallel avenues being explored:  

❍  Make LHCb/Gauss simulation framework experiment-agnostic: 
❏  developing “Gaussino” in collaboration with FCC 

[©Gloria Corti]	

F. Carminati, plenary Tue 
❏  Fast simulation: from fully 

parameterized to fast detectors 
response to reuse of events 

❏  Ways to speed up simulation – 
GaudiHive, GaudiMP, Geant4 Multi-
threading, use of geometries of 
different complexity 
✰  Note different concurrency models 

for Gaudi and Geant4 



Distributed computing and analysis 

❍  Current dataflow does not scale to Run3 
❏  RAW event storage too expensive, 

stripping does not scale 
❍  Run 3 concepts being addressed during 

Run 2, using current framework: 
❏  Flexible data format for Turbo stream  

✰  Save varying level of detail depending on the 
triggering analysis 

❏  Centralised Ntuple production 
✰  Investigate organising “trains” of Ntuple 

production 

❍  Also working on  
❏  Collaborative tools for analysis  
❏  Data preservation  
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A.  Trisovic,  
A. Ustyuzhanin  

Track 8 Thursday 

CHEP 2016 — DATA ANALYSIS IN REAL TIME WITH THE LHCb TRIGGER

▸ Only reconstructed signal candidate 

▸ With standard set of observables 

Turbo  and  Turbo++
new for 2016
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• Allows other reconstructed objects from the 
event to be saved, in addition to those 
selected by the trigger

New features:

• Saves only objects selected by the 
trigger

• Output limited to a standard set of 
variables

• Allows to create and save new variables 
(i.e. hits in a cone region around the track)

• Aim: according to the physics channel and desired measurement, choose how much 
(and which variables) of the event need to be saved

Out of the 420 HLT2 lines in 2016 physics programme, 150 choose Turbo, ~60 new lines wrt 2015

Turbo candidate

K
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π
+

-

0

π+PV *+D

Tracks from 
others PVs Other tracks 

from trigger PV

+γ, π0
Turbo++ candidate

27
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▸ Selective saving of additional 
reconstruction information per channel/
measurement  

▸ And additional observables (eg. isolation)

▸ Aim: Enable “Turbo” for additional analysis (eg. charm spectroscopy)

NEXT STEP: TURBO++

14
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Outlook 

❍  High level milestones towards software and computing upgrade of 
Run 3 

❍  Clear division into “revolutionary” and “evolutionary” parts  
❏  Very tight schedule for architectural work on task-based framework / 

algorithm vectorization / new event model / conditions / hardware  
✰  “demonstrators” by Q1/17 

❏  Run 2 as testbed in several other areas (simulation, analysis model…) 
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2015	 2016	 2017	 2018	 2019	 2020	 2021	
…	LS	1	 Run	2	 LS	2	 Run	3	...	 .............	

		 2027	
Run	4	…	
(HL-LHC)	



Backup 
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Workflow in Run2 (2015-2018) 
❍  Split HLT into two parts  

❏  Final detector calibration & alignment 
done from HLT1 output 

   à no second pass processing needed 
offline  
   à higher stripping retention 
❏  HLT2 reconstruction identical to offline 

❍  Turbo stream (in addition to Full) 
❏  Contains final reconstructed physics 

objects in MDST format ready for 
physics analysis without any further 
processing 
à 100 % retention, everything selected is 
signal,  

❏  RAW information not kept on offline 
storage 

à One off chance to process data correctly 
in HLT  
❏  In 2016 introduced “persistReco”  

✰  Allow to export reconstruction 
information in the Turbo stream 
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~50% retention"



Workflow in Run3 (2021+) 
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❍  30 MHz events to be triggered in 
software 

❏  Strain on CPU efficiency of the trigger 
software (Gaudi Online) 

❍  Trigger only signal events 
❏  event selection becomes classification 
❏  100 % retention à offline storage costs 

driven by HLT output rate 

❍  Stripping becomes streaming of 
events 

❍  HLT output rate O(GB/s),all Turbo 
❏  Smaller event size, more events, format 

in a range between MDST and DST 
❏  More events per file à sparse reading 

✰  efficient model for user analysis needed 

❍  Very little offline data processing 
❍  Signal proportional to MC needed 

❏  Work for simulation explodes  


