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Design and Deployment of a Elastic Network Test-bed in IHEP Data Center based
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Ms SHAN ZENG 

Offline Software for the CMS Level-1 Trigger
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Performance of the CMS Event Builder
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OpenFabrics Interface and NanoMsg
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The ATLAS Data Acquisition System LHC Run 2
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Julian Piotr Maciejewski 

YARR - A PCIe based readout concept for current and future ATLAS Pixel Modules
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Timon Heim 

MCBooster: a library for fast Monte Carlo generation of phase-space decays in
massively parallel platforms.
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Michael David Sokoloff 

Python object-oriented framework for consuming, manipulating and releasing
non-event data for the CMS alignment and calibration.
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Real-time complex event processing for cloud resources
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Recent progress of Geant4 electromagnetic physics for LHC and other
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Simulation of orientational coherent effects via Geant4

Speaker

Enrico Bagli 

Software Aspects of the Geant4 Validation Repository
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LStore: Logistical Storage

Real time analysis with the upgraded LHCb trigger in Run-III
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Tomasz Szumlak 

Simulating storage part of application with Simgrid

Speaker

Mrs cong wang 

Storageless and caching Tier-2 models in the UK context
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Towards redundant services in dCache
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Paul Millar 

Integration of Openstack Cloud Resources in BES III Computing Cluster

Upgrading and Expanding Lustre Storage for use with the WLCG
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New Directions in the CernVM File System
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Rucio Auditor - Consistency in the ATLAS Distributed Data Management System
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Object-based storage integration within the ATLAS DDM system
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Rucio WebUI - The Web Interface for the ATLAS Distributed Data Management
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Thomas Beermann 

Global EOS: exploring the 300-ms-latency region

XrootdFS, a posix file system for XrootD
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Storage Strategy of AMS Science Data at Science Operation Center at CERN
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Metadata for fine-grained processing at ATLAS
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Speaker

Jack Cranshaw 

Tape SCSI monitoring and encryption at CERN

Speaker

Daniele Francesco Kruse 

Large-scale distributed usage of NLO and multi-leg Monte Carlo event generators
on the grid and at Argonne Leadership Computing Facility

Speaker

Josh Bendavid 

The Fast Simulation Chain for ATLAS

The Simulation Library of the Belle II Experiment

Speaker

Martin Ritter 

Tracks pattern recognition for the SHiP Spectrometer Tracker
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Mikhail Hushchyn 

Using 3D Engineering Models in a GEANT Simulation

Speaker

Mrs Leah Welty-Rieger 

The LHCb Grid Simulation

Speaker

Mikhail Hushchyn 

Virtual Machine Provisioning, Code Management and Data Movement Design for
the Fermilab HEPCloud Facility

Speakers

Burt Holzman, Gabriele Garzoglio, Steven Timm, Stuart Fuess 

Web technology detection - for asset inventory and vulnerability management

Speaker

Sebastian Lopienski 

Federated data storage system prototype for LHC experiments and data intensive
science

Speaker

Andrey Kirianov 

Globally Distributed Software Defined Storage

Speaker

Andrey Shevel 

HNType : a diverse trace and migration mechanism in the block based Hierarchical
Storage System named HazelNut

Speaker

Dr Ran Du 
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Experiments Toward a Modern Analysis Environment: Using TMVA and other tools
in a functional world with continuous integration for analysis

Speaker

Gordon Watts 

Facilitating the deployment and exploitation of HEP Phenomenology codes using
INDIGO-Datacloud tools

Speakers

Emanuele Angelo Bagnaschi, Isabel Campos Plasencia 

Finding unused memory allocations with FOM-tools

Speaker

Nathalie Rauschmayr 

Large scale software building with CMake in ATLAS

Microservices for systematic profiling and monitoring of the refactoring process
at the LHCb experiment

Performance studies of GooFit on GPUs versus RooFit on CPUs while estimating
the statistical significance of a new physical signal

Statistical and Data Analysis Package in SWIFT

Speaker

Claude Andre Pruneau 

The DAQ system for the AEgIS experiment

Speaker

Francesco Prelz 

The Resource Manager of the ATLAS Trigger and Data Acquisition system

Speaker

William Panduro Vazquez 

Flexible online monitoring for high-energy physics with Pyrame

Speaker

Miguel Rubio-Roy 

Flexible trigger menu implementation on the Global Trigger for the CMS Level-1
trigger upgrade

Impact of tracker layout on track reconstruction in pp collisions with high pileup
at CMS.

Speaker

Slava Krutelyov 

Scheduling beams at CERN, the new AD central timing

Speaker

Andrzej Dworak 
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