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I. EXPERIMENTAL SPECIFICATIONS

Five experimental configurations have been considered, which are briefly described below and summarized in Table II.

1. LiteBird : 5 frequency channels.

2. LiteCORE-120 : 7 frequency channels for parameter forecasts, but only the best channel for the model compar-
ison. These correspond to the ones confirmed by J. Delabrouille in private communications.

3. LiteCORE-150 : 7 frequency channels, same sensitivities than LiteCORE-120, FWMHs rescaled according to
the apparatus size.

4. CORE : 8 frequency channels. FWMH and sensitivities for the best channels are very close to the best LiteCORE-
150 channel, but the channel multiplication allow for a better aggregated sensitivity.

5. optCORE : optimal, 2 times longer, mission: CORE specifications but reduction of the sensitivities by
p

2.

Channel [GHz] FWMH [arcmin] �T [µK arcmin] �P [µK arcmin]

LiteBird, l
max

= 1350, f
sky

= 0.7

80 55 12.5 17.7

90 49 10.0 14.1

100 43 12.0 17.0

120 36 9.5 13.4

140 31 7.5 10.6

166 26 7.0 9.9

195 22 5.0 7.1

LiteCORE-120, l
max

= 3000, f
sky

= 0.7

80 13.5 8.8 12.5

90 11.9 7.1 10.0

100 10.5 8.5 12.0

120 8.8 6.7 9.5

140 7.4 5.3 7.5

166 6.3 5.0 7.0

195 5.4 3.6 5.0

LiteCORE-150, l
max

= 3000, f
sky

= 0.7

80 10.8 8.8 12.5

90 9.5 7.1 10.0

100 8.4 8.5 12.0

120 7.0 6.7 9.5

140 5.9 5.3 7.5

166 5.0 5.0 7.0

195 4.3 3.6 5.0

(opt-)CORE, l
max

= 3000, f
sky

= 0.7

100 8.4 6.0 (4.2) 8.5 (6.0)

115 7.3 5.0 (3.5) 7.0 (5.0)

130 6.5 4.2 (3.0) 5.9 (4.2)

145 5.8 3.6 (2.5) 5.0 (3.6)

160 5.3 3.8 (2.7) 5.4 (3.8)

175 4.8 3.8 (2.7) 5.3 (3.8)

195 4.3 3.8 (2.7) 5.3 (3.8)

220 3.8 5.8 (4.1) 8.1 (5.8)

TABLE I: Experimental specifications for LiteCORE-120, LiteCORE-150, CORE and optCORE: Frequency channels dedicated
to cosmology, beam width, temperature and polarization sensitivities for each channel.
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Most favored after Planck
zero-parameter model

~ no tensors,
~ in the middle of Planck
confidence region for ns  
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Bayes Factor:

Jeffrey’s scale:  ln B   <    -5       <        -2.5   <     -1                    0                         
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Inflation after Planck: from theory to observations Sébastien Clesse

is a long-haired person, P(W |L). It is obvious that P(W |L)P(L) = P(L|W )P(W ), which can be

rewritten

P(W |L) =
P(L|W )P(W )

P(L|W )+P(L|M)
=

0.75×0.50

0.75×0.50+0.15×0.50
=

5

6
(8.1)

Now let us consider a model Mi having continuous parameters θi j, and that we want to evaluate the

probability of some parameter values given some new data D. The Bayes’ theorem is generalized

as follows:

p(θi j|D,Mi) =
π(θi j|Mi)L (θi j)

E (D|Mi)
, (8.2)

where L (θi j) ≡ P(D|θi j,Mi) is the the so-called likelihood function for the model parameters.

The function π contains the prior information on the model parameters. E is called the Bayesian

evidence and is defined as

E (D|Mi) =
∫

dθi jL (θi j)π(θi j|Mi). (8.3)

Note that it is just a normalization factor, and therefore it is not required to evaluate the Bayesian

evidence if one just want to constrain the parameters θi j. On the other hand, if one needs the

posterior probability of some model, one has to evaluate

p(Mi|D) =
π(Mi)E (D|Mi)

∑i π(Mi)E (D|Mi)
(8.4)

and then the Bayesian evidence needs to be computed. In one consider that all single field models

are known and that none of them is a priori favored, one has π(Mi) = 1/Nmodels. The posterior odds

of some model Mi compared to another reference model MRef are encoded in the Bayes factor

Bi
Ref ≡

E (MRef|D)

E (Mi|D)
=

p(Mi|D)

p(MRef|D)
. (8.5)

It is interesting to note that the Bayes factor take into account the Occam’s razor effect, in the

sense that models with less parameters will be favored against models with more parameters and

same predictions. Another important point is that the Bayes factor depends on the prior given to

the parameters θi j. Different priors change the model Bayesian evidence. Thus for inflation, it

is actually possible that a same scalar field potential arising in different frameworks, motivating

different priors, has different Bayes factor depending on the considered scenario.

The principal difficulty is to estimate the likelihood function L (θi j) = P(D|θi j,Mi) in the

full parameter space, for each model. Usually, this is done by using Markov-Chain-Monte-Carlo

(MCMC) methods. Compared to standard Monte-Carlo that samples the parameter space with

points randomly distributed, a Markov chain in which each point depends on the previous one is

built and the statistical distribution of the points converges through the likelihood function. The

main advantage of MCMC methods is that the convergence is nearly linear, which allows to probe

high-dimensional parameter spaces.

8.2 The best inflationary model after Planck

The Bayes actor has been calculated in [5] for Planck data and for all the 193 single field

scenarios listed in Ref. [15], using the Higgs model (the only single field model with no free

30
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rewritten

P(W |L) =
P(L|W )P(W )

P(L|W )+P(L|M)
=

0.75×0.50

0.75×0.50+0.15×0.50
=

5

6
(8.1)

Now let us consider a model Mi having continuous parameters θi j, and that we want to evaluate the

probability of some parameter values given some new data D. The Bayes’ theorem is generalized

as follows:

p(θi j|D,Mi) =
π(θi j|Mi)L (θi j)

E (D|Mi)
, (8.2)

where L (θi j) ≡ P(D|θi j,Mi) is the the so-called likelihood function for the model parameters.

The function π contains the prior information on the model parameters. E is called the Bayesian

evidence and is defined as

E (D|Mi) =
∫

dθi jL (θi j)π(θi j|Mi). (8.3)

Note that it is just a normalization factor, and therefore it is not required to evaluate the Bayesian

evidence if one just want to constrain the parameters θi j. On the other hand, if one needs the

posterior probability of some model, one has to evaluate

p(Mi|D) =
π(Mi)E (D|Mi)

∑i π(Mi)E (D|Mi)
(8.4)

and then the Bayesian evidence needs to be computed. In one consider that all single field models

are known and that none of them is a priori favored, one has π(Mi) = 1/Nmodels. The posterior odds

of some model Mi compared to another reference model MRef are encoded in the Bayes factor

Bi
Ref ≡

E (MRef|D)

E (Mi|D)
=

p(Mi|D)

p(MRef|D)
. (8.5)

It is interesting to note that the Bayes factor take into account the Occam’s razor effect, in the

sense that models with less parameters will be favored against models with more parameters and

same predictions. Another important point is that the Bayes factor depends on the prior given to

the parameters θi j. Different priors change the model Bayesian evidence. Thus for inflation, it

is actually possible that a same scalar field potential arising in different frameworks, motivating

different priors, has different Bayes factor depending on the considered scenario.

The principal difficulty is to estimate the likelihood function L (θi j) = P(D|θi j,Mi) in the

full parameter space, for each model. Usually, this is done by using Markov-Chain-Monte-Carlo

(MCMC) methods. Compared to standard Monte-Carlo that samples the parameter space with

points randomly distributed, a Markov chain in which each point depends on the previous one is

built and the statistical distribution of the points converges through the likelihood function. The

main advantage of MCMC methods is that the convergence is nearly linear, which allows to probe

high-dimensional parameter spaces.

8.2 The best inflationary model after Planck

The Bayes actor has been calculated in [5] for Planck data and for all the 193 single field

scenarios listed in Ref. [15], using the Higgs model (the only single field model with no free
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2. and use the right methodology... 

1.  MCMC Bayesian analysis:  MontePython & COSMOMC 

2. Experimental specifications: LiteBird, LiteCORE120, LiteCORE150, 
                         CORE, optimal-CORE

3. Fiducial models:  Higgs inflation (HI) & Mutated Hybrid Inflation (MHI)

4. Lensing extraction:  CMBxCMB, provided by J. Errard et al., 1509.0670               
    Delensed spectrum used as a noise for         

5. Model comparison:  Bayes factor for ~200 models in ASPIC library

6. Information gain on the reheating (see V. Vennin’s talk)
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4. Lensing extraction:  CMBxCMB, provided by J. Errard et al., 1509.0670               
    Delensed spectrum used as a noise for         

5. Model comparison:  Bayes factor for ~200 models in ASPIC library

6. Information gain on the reheating (see V. Vennin’s talk)

~ between 105 and 106 CPU hours 
> 2000 model comparisons 
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3. ...to compute forecasts on              ✏1, ✏2, ✏3



3. ...to compute forecasts on              ✏1, ✏2, ✏3

HI (left) and MHI (right)
LiteCORE 120 vs. 150 

~no difference  
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HI:
5 viable models

but only 2 potentials 
(KMI,ESI) 

MHI:
25-30 viable models



5. ...and constraints on reheating

Planck	
LiteBird
CORE	(no	del.)
LiteCORE120	(del.)
optCORE	(del.)



5. ...and constraints on reheating

Planck	
LiteBird
CORE	(no	del.)
LiteCORE120	(del.)
optCORE	(del.)

Distinction between 
HI and SI
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