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A conventional picture of collisions 

dynamics of initial state observation in final state
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How can we possibly know about initial states ?
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How can we possibly know about initial states ?
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Nuclear collisions at high energy may produce condi-
tions sufficient for the formation of a deconfined plasma of
quarks and gluons [1]. The high-density QCD matter [1,2]
generated in these collisions can be probed via propagation
of hard scattered partons, which have been predicted to
lose energy in the medium primarily through gluon brems-
strahlung [3–6]. The medium alters the fragmentation of
the parent partons, providing experimental observables
that are sensitive to the properties of QCD matter at high
density.

The study of high transverse momentum (pT) hadron
production in heavy ion collisions at the Relativistic Heavy
Ion Collider (RHIC) has yielded several novel results [7],
including the strong suppression relative to p! p colli-
sions of both inclusive hadron yields [8–11] and back-to-
back azimuthal (!) correlations [12]. Azimuthal correla-
tions of high pT hadrons reflect the fragmentation of out-
going partons produced dominantly in 2! 2 hard
scattering processes (‘‘dijets’’ [13]). The back-to-back
correlation strength has shown sensitivity to the in-medium
path length of the parton [14], while the distribution of low
pT hadrons recoiling from a high pT particle is broadened
azimuthally and softened in central collisions [15], quali-
tatively consistent with dissipation of jet energy to the
medium. However, those correlation measurements re-
quired large background subtraction, and quantitative
study of the properties of the away-side jet has been
limited. Previous correlation measurements also were con-
strained to a pT region in which the hadron flavor content
and baryon fraction exhibit substantial differences from jet
fragmentation in elementary collisions [16–18].

In this Letter, we present measurements of azimuthal
correlations of charged hadrons in Au! Au collisions at!!!!!!!!
sNN
p " 200 GeV over a much broader transverse momen-
tum range than previously reported. The pT range extends
to the region where previous studies suggest that particle
production is dominated by jet fragmentation [16–18].
Increasing pT reduces the combinatoric background and,
for all centralities, reveals narrow back-to-back peaks in-
dicative of dijets. A quantitative study of the centrality and
pT dependence of dijet fragmentation may provide new
constraints on partonic energy loss and properties of the
dense medium (e.g., [19]).

The measurements were carried out with the STAR
experiment [20], which is well-suited for azimuthal corre-
lation studies due to the full azimuthal (2") coverage of its
time projection chamber. This analysis is based on 30#
106 minimum-bias and 18# 106 central Au! Au colli-
sions at

!!!!!!!!
sNN
p " 200 GeV, combining the 2001 data set

with the high statistics data set collected during the
2004 run. 10# 106 d! Au events collected in 2003 are
also included in the analysis. Event and track selection are
similar to previous STAR high pT studies [10,21]. This

analysis used charged tracks from the primary vertex with
pseudorapidity j#j< 1:0.

As in our original studies of high pT azimuthal correla-
tions [12], transverse momentum-ordered jetlike correla-
tions are measured by selecting high pT trigger particles
and studying the azimuthal distribution of associated par-
ticles $passoc

T < ptrig
T % relative to the trigger particle above a

threshold pT . The trigger-associated technique facilitates
jet studies in the high-multiplicity environment of a heavy
ion collision, where full jet reconstruction using standard
methods is difficult. A particle may contribute to more than
one hadron pair in an event, both as trigger and as asso-
ciated particle, though for the high pT ranges considered
here, the rate of contribution to multiple pairs is small. The
pair yield is corrected for associated particle tracking
efficiency, with an uncertainty of 5% that is highly corre-
lated over the momentum range considered here. The
effect of momentum resolution on the pair yield is esti-
mated to be less than 1%, and no correction for it was
applied. A correction was also applied for nonuniform
azimuthal acceptance, but not for the effects of the
single-track cut j#j< 1:0. The single-track acceptance is
independent of pT and uniform on # for pT > 3 GeV=c
and j#j< 1. The near-side (!!& 0) correlated yield at
large j!#j is negligible.

Figure 1 shows dihadron azimuthal distributions nor-
malized per trigger particle for central (0%–5%) Au!
Au collisions. ptrig

T increases from left to right, and two
passoc
T ranges are shown. The height of the background

away from the near- (!!& 0) and away-side (j!!j&
") peaks, which is related to the inclusive yield, is similar
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FIG. 1. Azimuthal correlation histograms of high pT charged
hadron pairs for 0%–5% Au! Au events, for various ptrig

T and
passoc
T ranges. In the lower left panel, the yield is suppressed due

to the constraint passoc
T < ptrig

T . All pT values in this and succeed-
ing figures have units GeV=c.
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Nuclear collisions at high energy may produce condi-
tions sufficient for the formation of a deconfined plasma
of quarks and gluons [1]. The high-density QCD mat-
ter [1, 2] generated in these collisions can be probed via
propagation of hard scattered partons, which have been
predicted to lose energy in the medium primarily through
gluon bremsstrahlung [3, 4, 5, 6]. The medium alters the
fragmentation of the parent partons, providing experi-
mental observables that are sensitive to the properties of
QCD matter at high density.

The study of high transverse momentum (pT ) hadron
production in heavy ion collisions at RHIC has yielded
several novel results [7], including the strong suppression
relative to p+p collisions of both inclusive hadron yields
[8, 9, 10, 11] and back-to-back azimuthal (φ) correlations
[12]. Azimuthal correlations of high pT hadrons reflect
the fragmentation of outgoing partons produced domi-
nantly in 2→2 hard scattering processes (“dijets” [13]).
The back-to-back correlation strength has shown sensi-
tivity to the in-medium path length of the parton [14],
while the distribution of low pT hadrons recoiling from a
high pT particle is broadened azimuthally and softened
in central collisions [15], qualitatively consistent with dis-
sipation of jet energy to the medium. However, those
correlation measurements required large background sub-
traction, and quantitative study of the properties of the
away-side jet has been limited. Previous correlation mea-
surements also were constrained to a pT region in which
the hadron flavor content and baryon fraction exhibit
substantial differences from jet fragmentation in elemen-
tary collisions [16, 17, 18].

In this Letter we present measurements of azimuthal
correlations of charged hadrons in Au+Au collisions at√

sNN = 200 GeV over a much broader transverse mo-
mentum range than previously reported. The pT range
extends to the region where previous studies suggest that
particle production is dominated by jet fragmentation
[16, 17, 18]. Increasing pT reduces the combinatoric back-
ground and, for all centralities, reveals narrow back-to-
back peaks indicative of dijets. A quantitative study of
the centrality and pT dependence of dijet fragmentation
may provide new constraints on partonic energy loss and
properties of the dense medium (e.g. [19]).

The measurements were carried out with the STAR
Experiment [20], which is well-suited for azimuthal cor-
relation studies due to the full azimuthal (2π) coverage
of its Time Projection Chamber (TPC). This analysis is
based on 30M minimum-bias and 18M central Au+Au
collisions at

√
sNN = 200 GeV, combining the 2001

dataset with the high statistics dataset collected during
the 2004 run. 10M d+Au events collected in 2003 are
also included in the analysis. Event and track selection
are similar to previous STAR high pT studies [10, 21].
This analysis used charged tracks from the primary ver-
tex with pseudo-rapidity |η| < 1.0.

As in our original studies of high pT azimuthal corre-
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FIG. 1: Azimuthal correlation histograms of high pT charged
hadron pairs for 0-5% Au+Au events, for various p

trig
T

and
passoc

T ranges. In the lower left panel the yield is suppressed
due to the constraint passoc

T < ptrig
T

. All pT values in this and
succeeding figures have units GeV/c.

lations [12], transverse momentum-ordered jet-like corre-
lations are measured by selecting high pT trigger parti-
cles and studying the azimuthal distribution of associated
particles

(

passoc
T < ptrig

T

)

relative to the trigger particle
above a threshold pT . The trigger-associated technique
facilitates jet studies in the high-multiplicity environment
of a heavy ion collision, where full jet reconstruction us-
ing standard methods is difficult. A particle may con-
tribute to more than one hadron pair in an event, both
as trigger and as associated particle, though for the high
pT ranges considered here the rate of contribution to mul-
tiple pairs is small. The pair yield is corrected for associ-
ated particle tracking efficiency, with uncertainty of 5%
that is highly correlated over the momentum range con-
sidered here. The effect of momentum resolution on the
pair yield is estimated to be less than 1% and no correc-
tion for it was applied. A correction was also applied for
non-uniform azimuthal acceptance, but not for the effects
of the single-track cut |η| < 1.0. The single-track accep-
tance is independent of pT and uniform on η for pT > 3
GeV/c and |η| < 1. The near-side (∆φ ∼ 0) correlated
yield at large |∆η| is negligible.

Figure 1 shows dihadron azimuthal distributions nor-
malized per trigger particle for central (0-5%) Au+Au
collisions. ptrig

T increases from left to right, and two passoc
T

ranges are shown. The height of the background away
from the near- (∆φ ∼ 0) and away-side (|∆φ| ∼ π) peaks,
which is related to the inclusive yield, is similar for dif-
ferent ptrig

T in each passoc
T interval. The background level

decreases rapidly as passoc
T is raised, e.g. by an order of

magnitude between the two rows in Fig. 1.

Near-side peaks are seen in all panels and indicate
larger yields for higher ptrig

T at fixed passoc
T . Such an in-
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pair yield is corrected for associated particle tracking
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of hard scattered partons, which have been predicted to
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path length of the parton [14], while the distribution of low
pT hadrons recoiling from a high pT particle is broadened
azimuthally and softened in central collisions [15], quali-
tatively consistent with dissipation of jet energy to the
medium. However, those correlation measurements re-
quired large background subtraction, and quantitative
study of the properties of the away-side jet has been
limited. Previous correlation measurements also were con-
strained to a pT region in which the hadron flavor content
and baryon fraction exhibit substantial differences from jet
fragmentation in elementary collisions [16–18].
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sNN
p " 200 GeV over a much broader transverse momen-
tum range than previously reported. The pT range extends
to the region where previous studies suggest that particle
production is dominated by jet fragmentation [16–18].
Increasing pT reduces the combinatoric background and,
for all centralities, reveals narrow back-to-back peaks in-
dicative of dijets. A quantitative study of the centrality and
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constraints on partonic energy loss and properties of the
dense medium (e.g., [19]).

The measurements were carried out with the STAR
experiment [20], which is well-suited for azimuthal corre-
lation studies due to the full azimuthal (2") coverage of its
time projection chamber. This analysis is based on 30#
106 minimum-bias and 18# 106 central Au! Au colli-
sions at
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p " 200 GeV, combining the 2001 data set

with the high statistics data set collected during the
2004 run. 10# 106 d! Au events collected in 2003 are
also included in the analysis. Event and track selection are
similar to previous STAR high pT studies [10,21]. This

analysis used charged tracks from the primary vertex with
pseudorapidity j#j< 1:0.
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tions are measured by selecting high pT trigger particles
and studying the azimuthal distribution of associated par-
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T < ptrig
T % relative to the trigger particle above a

threshold pT . The trigger-associated technique facilitates
jet studies in the high-multiplicity environment of a heavy
ion collision, where full jet reconstruction using standard
methods is difficult. A particle may contribute to more than
one hadron pair in an event, both as trigger and as asso-
ciated particle, though for the high pT ranges considered
here, the rate of contribution to multiple pairs is small. The
pair yield is corrected for associated particle tracking
efficiency, with an uncertainty of 5% that is highly corre-
lated over the momentum range considered here. The
effect of momentum resolution on the pair yield is esti-
mated to be less than 1%, and no correction for it was
applied. A correction was also applied for nonuniform
azimuthal acceptance, but not for the effects of the
single-track cut j#j< 1:0. The single-track acceptance is
independent of pT and uniform on # for pT > 3 GeV=c
and j#j< 1. The near-side (!!& 0) correlated yield at
large j!#j is negligible.
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FIG. 1. Azimuthal correlation histograms of high pT charged
hadron pairs for 0%–5% Au! Au events, for various ptrig

T and
passoc
T ranges. In the lower left panel, the yield is suppressed due

to the constraint passoc
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Jets and high-pT measurements in Heavy-Ion Collisions

To understand the medium properties:!
Parton energy loss in QCD medium depends on!
            - Initial energy of parton, color factor, 
path length, gluon density, transport coefficient, 
etc.!

Jets and high-pT particles:!
 !
•  Tomography to probe the hot and dense QCD medium (pT > Q0 >> ΛQCD )!
•  Directly coupled to QCD degrees of freedom !
•  Produced on very short time scales  (τ ~ 0.1 fm/c)!
!

Jets and high-pT physics help to understand the 
properties of hot and dense QCD medium (QGP)  !

signature of  
jet-quenching

PRL 97,  
162301 (2006)
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Signature of medium formation

Anisotropic Flow Jet Quenching

Hot Quarks

Evidence of medium formation 

The two major pillars are 
signature of flow  

and jet-quanching 

Formation of a thermalized 
medium that shows collectivity in 

heavy ion collisions 

Quark soup

→

→
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The results that changed everything
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The results that changed everything

Striking similarity
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The results that changed everything

Is this hydro or CGC ? 
Is this signature of collectivity ? 
Is this signature of QGP ?
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The results that changed everything
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after the big bang. It is now believed that these large scale fluctuations origi-
nate in small quantum fluctuations present during the inflationary epoch. Dur-
ing the rapid expansion of the universe in this epoch, these quantum fluctua-
tions were stretched to size scales much larger than those that were causally
connected in the post-inflationary era when the universe was expanding in a
state close to thermal equilibrium. Therefore such super horizon scale fluctu-
ations cannot be much affected by the sub-horizon scale processes allowable
in the post-inflationary thermal universe. This explains why CMB measure-
ments provide extremely valuable information about the inflationary epoch of
the universe, despite the fact that the CMB radiation was produced long after
(tCMB ∼ 4 · 105 years) the primordial fluctuations that are responsible for its
features (tinflation ∼ 10−33 seconds).

There is a concrete analog of such super-horizon fluctuations in the matter
produced in high energy hadronic collisions such as heavy ion collisions at RHIC,
as illustrated in fig. 1. In this figure, we represent the “event horizons” as seen

detection

freeze out

latest correlation

A B

z 

t

Figure 1: The red and green cones are the location of the events in causal
relationship with the particles A and B respectively. Their intersection is the
location in space-time of the events that may correlate the particles A and B.

from the last rescattering of two particles A and B on the freeze-out surface.
These are the red and green cones pointing to the past. Any event that has a
causal influence on the particles A or B must take place inside the corresponding
event horizon. Any event that induces a correlation between the particles A and
B must lie in the overlap of their event horizons. Therefore, if the particles A
and B have rapidities y

A
and y

B
, the processes that caused their correlations

must have occurred before the time1

τ ≤ τfreeze out e−
1
2
|y

A
−y

B
| . (1)

1We assume here that a particle detected with momentum rapidity y originates from a point
of space-time rapidity η ≈ y on the freeze-out surface. This is a consequence of the boost
invariance of the collision (at high energy), and of the fact that the local thermal motion
spreads the rapidities by at most one unit in rapidity.
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FIG. 1. Two-particle correlation function in relative pseudo-rapidity and azimuthal angle showing long range ridge-like
structure in high multiplicity p+p, p+Pb as compared to peripheral Pb+Pb collisions. Figures are taken from [6, 13, 43]
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to n = 4 and its higher order moments of the azimuthal
correlation generally attributed to anisotropic flow. Most
importantly, several characteristics, such as the mass de-
pendence of both hp
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i and v
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) have been found to be
similar to what is seen in A+A collisions.

However it is worth to mention that some striking con-
trasts also exist. Unlike in A+A collisions, where the
observation of jet-quenching has been one of the pillars
of the discovery of a strongly interacting Quark Gluon
Plasma (QGP), so far no evidence of (mini) jet-quenching
has been found in small systems [49–52]. Even though the
standard jet-quenching analysis in small-systems is com-
plicated due to trigger bias e↵ects, the absence of such
phenomena may provide important insights with regard
to the theoretical interpretation of the observed phenom-
ena.

B. General theorectical perspectives

It is useful to first address the question about the ori-
gin of long-range azimuthal correlations (shown in Fig.1)
from a more general point of view and formulate our the-
oretical expectations based on previous observations in
small and large systems. While causality arguments im-
ply that any long range rapidity correlations must origi-
nate from the very early stages of the collision [44], this
leaves open the question how the observed momentum
space correlations are created dynamically during the
space-time evolution. Specifically one can, at least from a
theoretical point of view, distinguish two di↵erent mech-
anisms whereby momentum space correlations of hadrons
produced in the final state reflect

i) intrinsic momentum space correlations of the par-
tons produced in initial (semi-) hard scatterings

and/or

ii) position space correlations between initial state
partons, e.g. the initial state geometry, which are

transformed into momentum space correlations due
to final state interactions.

While in any realistic scenario, both kinds of correla-
tions i) and ii) contribute to the long-range azimuthal
correlations, their relative strength depends on the mag-
nitude of final state e↵ects. In low-multiplicity p + p
collisions for example, the dominant source of long-range
azimuthal correlations is due to the production of back
to back (mini-) jets. Since in this case the density of pro-
duced partons is low, the typical (semi-) hard partons
produced in the initial scattering escape the interaction
region without final state e↵ects significantly a↵ecting
their back-to-back correlation. Considering on the other
hand soft particle production amidst large parton den-
sities in nucleus-nucleus collisions, it is well established
that the azimuthal anisotropy of say p

T

. 1 GeV parti-
cles is dominated by the final state response to the initial
state geometry. In this case the mean-free path of a typ-
ical (semi-) hard parton is small compared to the system
size, such that the initial state momentum correlations
of ⇠ GeV partons are destroyed during the equilibration
process. Therefore, the subsequent dynamics of the equi-
librated QGP can be accurately described by relativistic
hydrodynamics.
Even though it is sometimes possible to choose the

kinematics such that one mechanism dominates over the
other, there are various examples in-between where both
initial state and final state e↵ects are important. One
prominent example includes the behavior of jets in heavy-
ion collisions. While highly energetic jets can escape the
interaction region without equilibrating, they can loose a
significant part of their energy through interactions with
the softer medium. Even though the dominant correla-
tion of the leading high-p

T

particles is still due to the ini-
tial back-to-back correlation, the path length dependence
of the energy loss in the medium also leads to an addi-
tional correlation with the initial state geometry. Such
correlations are reflected e.g. by the high-momentum
v
n

(p
T

) measuring correlations between soft and hard par-
ticles.

The origin of long range correlations

Dumitru et al 
0804.3858

Causality argument tells it must have origin as very early stages 



21
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FIG. 1. Two-particle correlation function in relative pseudo-rapidity and azimuthal angle showing long range ridge-like
structure in high multiplicity p+p, p+Pb as compared to peripheral Pb+Pb collisions. Figures are taken from [6, 13, 43]
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Is this due to initial state momentum space correlation  
or initial state position space correlations ?

p+Pbp+p Pb+Pb
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For A+A collisions we know the answer
Nearly boost invariant initial state position space correlations   

+ collective flow → ridge like structure in A+A

boost invariant initial state boost invariant hydro evolution

Still initial state drives the phenomenon
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Initial state position space correlations

Bozek, Broniowski 1304.3044  K. Werner et al 1307.4379

Same story for 
small systems ?

Nearly boost invariant initial state position space correlations   
+ collective flow → ridge like structure in A+A

Then we need to estimate the right initial conditions ?
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Another piece of puzzle 
p+Pb

However it persist up to very large p⊥ = 10 GeV  
some semi-hard (short distance) QCD dynamics playing a role ?
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Flow like patten but how about jet-quenching ?

No convincing evidence for mini-jet quenching seen in data 

The away side is almost un-modified, even used for subtraction

approach towards thermalization → mini-jets must be fully quenched
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arXiv: 1011.5531

One more thing we shouldn’t forget
Ridge appears only in high multiplicity events in small systems



Similar underlying dynamics must drive these phenomenon 
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arXiv: 1011.5531

Origin of high multiplicity events Systematics of Δη-Δφ correlations

One more thing we shouldn’t forget
Ridge appears only in high multiplicity events in small systems
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Initial state correlations

Initial State correlations

Momentum space correlations Position space correlations

Mini-jets, 
n-particle correlations

Eccentricity, 
Stress-Energy Tensor

Intrinsic Ridge Input to 
Hydro
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At high energies in Regge Gribov limit                        : gluon saturation

• Non-linear processes stop growth of gluons, emergence of a scale 

• Gluon dominated wave function, high occupancy           peaked at 

Initial stages of colliding hadrons/nuclei

many new
smaller partons
are produced

Proton
(x, Q2)

Proton
(x0, Q2)

x0 >> x

Low Energy High Energy

parton

“Color Glass Condensate” 

Figure 3.4: The proton wave-function at small-x (shown on the right) contains a large number
of gluons (and quarks) as compared to the same wave-function at a larger x = x

0

(shown on
the left). The figure is a projection on the plane transverse to the beam axis (the latter is shown
by arrows coming “out of the page,” with the length of the arrows reflecting the momentum of
the proton).

number of partons N at the previous step,

@N(x, r
T

)

@ ln(1/x)
= ↵

s

K
BFKL

⌦ N(x, r
T

), (3.1)

with K
BFKL

an integral kernel and ↵
s

the
strong coupling constant. In DIS at high en-
ergy, the virtual photon splits into a quark-
antiquark dipole which interacts with the
proton. The dipole scattering amplitude
N(x, r

T

) probes the gluon distribution in the
proton at the transverse distance r

T

⇠ 1/Q.2

Note that a Fourier transform of N(x, r
T

) is
related to the gluon transverse momentum
distribution (TMD) f(x, k

T

) from Chap. 2.
The BFKL evolution leads to the power-law
growth of the parton distributions with de-
creasing x, such that N ⇠ (1/x)� with � a
positive number [144]. This behavior may
account for the increase of the gluon density
at small-x in the HERA data of Fig. 3.3.

The question arises whether the gluon
and quark densities can grow without limit
at small-x. While there is no strict bound
on the number density of gluons in QCD,
there is a bound on the scattering cross-

sections stemming from unitarity. Indeed,
a proton (or nucleus) with a lot of “sea”
gluons is more likely to interact in high en-
ergy scattering, which leads to larger scat-
tering cross-sections. Therefore, the bound
on cross-sections should have implications for
the gluon density. The cross-section bound
arises due to the black disk limit known from
quantum mechanics. The high-energy total
scattering cross section of a particle on a
sphere of radius R is bounded by

�
tot

 2⇡R2. (3.2)

In QCD, the black disk limit translates into
the Froissart–Martin unitarity bound, which
states that the total hadronic cross-section
can not grow faster than ln2 s at very high
energies with s the center-of-mass energy
squared [146]. The cross section resulting
from the BFKL growth of the gluon den-
sity in the proton or nucleus wave-function
grows as a power of energy, �

tot

⇠ s�, and
clearly violates both the black disk limit and
the Froissart–Martin bound at very high en-
ergy.

2In general, the dipole amplitude also depends on the impact parameter bT of the dipole (cf. Sec. 2.4.6):
for simplicity we suppress this dependence in N(x, rT ).

64

arXiv: 1212.1701 

√
s → ∞, x → 0

QS(x) > ΛQCD



31

At high energies in Regge Gribov limit                        : gluon saturation

• Non-linear processes stop growth of gluons, emergence of a scale 

• Gluon dominated wave function, high occupancy           peaked at 

Initial stages of colliding hadrons/nuclei

many new
smaller partons
are produced

Proton
(x, Q2)

Proton
(x0, Q2)

x0 >> x

Low Energy High Energy

parton

“Color Glass Condensate” 

Figure 3.4: The proton wave-function at small-x (shown on the right) contains a large number
of gluons (and quarks) as compared to the same wave-function at a larger x = x

0

(shown on
the left). The figure is a projection on the plane transverse to the beam axis (the latter is shown
by arrows coming “out of the page,” with the length of the arrows reflecting the momentum of
the proton).

number of partons N at the previous step,

@N(x, r
T

)

@ ln(1/x)
= ↵

s

K
BFKL

⌦ N(x, r
T

), (3.1)

with K
BFKL

an integral kernel and ↵
s

the
strong coupling constant. In DIS at high en-
ergy, the virtual photon splits into a quark-
antiquark dipole which interacts with the
proton. The dipole scattering amplitude
N(x, r

T

) probes the gluon distribution in the
proton at the transverse distance r

T

⇠ 1/Q.2

Note that a Fourier transform of N(x, r
T

) is
related to the gluon transverse momentum
distribution (TMD) f(x, k

T

) from Chap. 2.
The BFKL evolution leads to the power-law
growth of the parton distributions with de-
creasing x, such that N ⇠ (1/x)� with � a
positive number [144]. This behavior may
account for the increase of the gluon density
at small-x in the HERA data of Fig. 3.3.

The question arises whether the gluon
and quark densities can grow without limit
at small-x. While there is no strict bound
on the number density of gluons in QCD,
there is a bound on the scattering cross-

sections stemming from unitarity. Indeed,
a proton (or nucleus) with a lot of “sea”
gluons is more likely to interact in high en-
ergy scattering, which leads to larger scat-
tering cross-sections. Therefore, the bound
on cross-sections should have implications for
the gluon density. The cross-section bound
arises due to the black disk limit known from
quantum mechanics. The high-energy total
scattering cross section of a particle on a
sphere of radius R is bounded by

�
tot

 2⇡R2. (3.2)

In QCD, the black disk limit translates into
the Froissart–Martin unitarity bound, which
states that the total hadronic cross-section
can not grow faster than ln2 s at very high
energies with s the center-of-mass energy
squared [146]. The cross section resulting
from the BFKL growth of the gluon den-
sity in the proton or nucleus wave-function
grows as a power of energy, �

tot

⇠ s�, and
clearly violates both the black disk limit and
the Froissart–Martin bound at very high en-
ergy.

2In general, the dipole amplitude also depends on the impact parameter bT of the dipole (cf. Sec. 2.4.6):
for simplicity we suppress this dependence in N(x, rT ).
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Proton fluctuation : Saturation momentum

η

p+p collisions are asymmetric  

Distribution of Partons are driven by stochastic process 

The wave function of a hadron 

McLerran, PT 1508.03292
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Quark structure Essential for description of Incoherent DIS data

p+p collisions are eccentric 

4

0.0 0.5 1.0 1.5 2.0 2.5

|t| [GeV2]

10�1

100

101

102

103

d�
/d

t
[n

b/
G

eV
2 ]

IP-Glasma
Bqc = 4.0 GeV�2, Bq = 0.3 GeV�2

Bp = 4 GeV�2

Coherent H1
Coherent ZEUS
Total H1
Incoherent ZEUS

FIG. 2: Coherent and incoherent cross section as a function of
|t| calculated from the IP-Glasma framework compared with
HERA data [52, 53, 59, 60]. The bands show statistical errors
of the calculation.

production cross section, the incoherent cross section
is largely underestimated (by more than an order of
magnitude for |t| & 1 GeV2). Increasing the amount
of geometric fluctuations by using smaller quarks that
are further apart on average (Bqc = 3.5 GeV�2

, Bq =
0.5 . . . 1 GeV�2), leads to an incoherent cross section
compatible with the data, while maintaining a good de-
scription of the coherent |t| spectrum. Consequently we
also expect to maintain a good description of the Q2 and
W dependence of the coherent J/ production cross sec-
tion [6] and the agreement with the di↵ractive structure
function data [27] within the IPsat model.

Note that the average distance of a constituent quark

from the center of the proton is
q

hr2qi =
p
2Bqc =

0.28 fm for the smoother proton and 0.52 fm for the
lumpy proton we consider. We also show the conven-
tional IPsat result, which has zero fluctuations and thus
zero incoherent cross section.

In the IP-Glasma framework the additional color
charge fluctuations produce a non-zero incoherent cross
section even without geometric fluctuations. The e↵ect of
this kind of fluctuations on incoherent di↵ractive vector
meson production was considered in [61] in the Gaus-
sian approximation and found to be suppressed as 1/N2

c .
The result for a round proton with Bp = 4 GeV�2 and
m = 0.4 GeV in Fig. 2 shows that these fluctuations
alone are not enough to describe the measured incoher-
ent cross section. However, the IP-Glasma model com-
bined with a constituent quark picture with parameters
Bqc = 4 GeV�2

, Bq = 0.3 GeV�2, and m = 0.4 GeV pro-
duces coherent and incoherent cross sections compatible

FIG. 3: Four configurations of the proton in the IP-Glasma
model at x ⇡ 10�3, represented by 1 � Re( Tr V )/Nc.

with the data. This emphasizes the necessity of geomet-
ric fluctuations in a description of the transverse struc-
ture of the proton, which is in line with findings in p+A
collisions [14].
Note that even though the color charge density is sam-

pled from a proton described by the IPsat model, in the
IP-Glasma framework Coulomb tails are produced that
are regulated by confinement scale physics implemented
via the mass term m. These tails e↵ectively increase
the proton size, and when combined with the constituent
quark model, weaken the fluctuations. It is the combi-
nation of Bqc, Bq and m that characterizes the degree of
geometric fluctuations in the IP-Glasma framework. We
have checked that reducing m increases Coulomb tails
and requires the reduction of Bqc and Bq to maintain
agreement with the experimental data.
In the limit t ! 0 the incoherent cross section gets

only a small contribution from geometric fluctuations.
However, color charge fluctuations in the IP-Glasma
model and possible Qs fluctuations are important in this
limit. The geometric fluctuations start to dominate at
|t| & 0.1 GeV2. See Ref. [17] for a more detailed discus-
sion.
Fig. 3 shows example proton configurations in the IP-

Glasma model with constituent quarks, demonstrating
the strong shape variations required to achieve compati-
bility with experimental data. For simplicity, the quan-
tity shown is 1 � Re(TrV )/Nc.
Similar to the color charge fluctuations in the IP-

Glasma framework, saturation scale fluctuations alone
result in an incoherent cross section, which is orders of
magnitude below the experimental data. The coherent
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Initial state momentum correlation

Correlations already present among partons in projectile wave function 
 survive after scattering off the color fields of target

Intrinsic momentum space correlations collimated emission of particles  

⟨n2⟩ − ⟨n⟩2 ∼ 1

Q2
S
S⊥
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Initial state momentum correlation

n-particle correlations → negative binomial distributions (NBD)  
NBD + Qs-fluctuations + collision geometry → multiplicity distributions
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Classical Yang-Mills : Numerical solutions
Classical Yang-Mills approach on 2+1D lattice

Schenke, Tribedy, Venugopalan 1202.6646

E-by-E solve CYM for two colliding nuclei : [Dµ, Fµ⌫ ] = J⌫
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Color%Glass%Condensate%

where

J+ = �(x�)⇢
1

(x?)

J� = �(x+)⇢
2

(x?)

J i = 0 (11)

and we have restricted ourselves to work in a gauge where the link operators along

the particle trajectories drop out.

Before the collision takes place, we find a solution of the equations of motion

to be

A+ = 0

A� = 0

Ai = �(x�)�(�x+)↵i
1

(x?) + �(x+)�(�x�)↵i
2

(x?) (12)

This is a solution of the Yang-Mills equations in all of space-time except on or

within the forward light cone, as shown in Fig. 3. In the forward light cone, we
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Classical Yang-Mills approach on 2+1D lattice

Schenke, Tribedy, Venugopalan 1202.6646

E-by-E solve CYM for two colliding nuclei : [Dµ, Fµ⌫ ] = J⌫

TPSC%seminar,%IIT%Roorkee%%29/11/12% 39%

Color%Glass%Condensate%

where

J+ = �(x�)⇢
1

(x?)

J� = �(x+)⇢
2

(x?)

J i = 0 (11)

and we have restricted ourselves to work in a gauge where the link operators along

the particle trajectories drop out.

Before the collision takes place, we find a solution of the equations of motion

to be

A+ = 0

A� = 0

Ai = �(x�)�(�x+)↵i
1

(x?) + �(x+)�(�x�)↵i
2

(x?) (12)

This is a solution of the Yang-Mills equations in all of space-time except on or

within the forward light cone, as shown in Fig. 3. In the forward light cone, we

1 2

3
x+x-

x0

x3

Fig. 3: Regions with di�erent

structures of the gauge poten-

tial:

In regions 1 and 2 we have the

well known one nucleus solu-

tions ↵1,2. While in the back-

ward light cone there the gauge

potential is vanishing we have

a nontrivial solution in the for-

ward lightcone, region 3

must add in extra pieces in order to have a solution. This will be done below. The

13

J+ = �(x�)⇢1(x?) J� = �(x+)⇢2(x?)

Ax0=0 = A(A) + A(B)

The%field%a|er%collision:%

Once%A

μ%%

a|er%collision%is%known,%%

we%can%calculate:%

%

F

μν%%

&%StressVEnergy%Tensor%(T

μν

),%

Hamiltonian%(H). 
%

Final%energy%density%%(=%T

00

)%

~%E

2

%+%B

2

%%

%

%%

Solve%YangVMills%equa1on%for%

individual%nuclei%on%2+1%D%latce.%

Produced%par1cle%mul1plicity%or%number%density%=%n(k)%%can%be%calculated%by%assuming%

%a%massless%dispersion%rela1on%ω(k)%=%k.%

H ⇠ n(k)�(k)

Schenke,%PT,%Venugopalan%PRC#86,#034908#(2012)%

CGC% CGC%

Glasma%

Color charge density for one A+A collision

Two point correlator for one A+A collision

⇢(x?) sampled from local Gaussian distribution W [⇢]
⌦
⇢a(x?)⇢b(y?)

↵
= �ab�2(x?�y?)g2µ2(x?)

lattice implementation Krasnitz, Venugopalan, hep-ph/9809433 Lappi, hep-ph/0303076

31/55

Classical Yang-Mills approach on 2+1D lattice
Schenke, Tribedy, Venugopalan 1202.6646

E-by-E solve CYM for two colliding nuclei : [Dµ, Fµ⌫ ] = J⌫

TPSC%seminar,%IIT%Roorkee%%29/11/12% 39%

Color%Glass%Condensate%

where

J+ = �(x�)⇢
1

(x?)

J� = �(x+)⇢
2

(x?)

J i = 0 (11)

and we have restricted ourselves to work in a gauge where the link operators along

the particle trajectories drop out.

Before the collision takes place, we find a solution of the equations of motion

to be

A+ = 0

A� = 0

Ai = �(x�)�(�x+)↵i
1

(x?) + �(x+)�(�x�)↵i
2

(x?) (12)

This is a solution of the Yang-Mills equations in all of space-time except on or

within the forward light cone, as shown in Fig. 3. In the forward light cone, we

1 2

3
x+x-

x0

x3

Fig. 3: Regions with di�erent

structures of the gauge poten-

tial:

In regions 1 and 2 we have the

well known one nucleus solu-

tions ↵1,2. While in the back-

ward light cone there the gauge

potential is vanishing we have

a nontrivial solution in the for-

ward lightcone, region 3

must add in extra pieces in order to have a solution. This will be done below. The

13

J+ = �(x�)⇢1(x?) J� = �(x+)⇢2(x?)

Ax0=0 = A(A) + A(B)

The%field%a|er%collision:%

Once%A

μ%%

a|er%collision%is%known,%%

we%can%calculate:%

%

F

μν%%

&%StressVEnergy%Tensor%(T

μν

),%

Hamiltonian%(H). 
%

Final%energy%density%%(=%T

00

)%

~%E

2

%+%B

2

%%

%

%%

Solve%YangVMills%equa1on%for%

individual%nuclei%on%2+1%D%latce.%

Produced%par1cle%mul1plicity%or%number%density%=%n(k)%%can%be%calculated%by%assuming%

%a%massless%dispersion%rela1on%ω(k)%=%k.%

H ⇠ n(k)�(k)

Schenke,%PT,%Venugopalan%PRC#86,#034908#(2012)%

CGC% CGC%

Glasma%

Color charge density for one A+A collision

Two point correlator for one A+A collision

⇢(x?) sampled from local Gaussian distribution W [⇢]
⌦
⇢a(x?)⇢b(y?)

↵
= �ab�2(x?�y?)g2µ2(x?)

lattice implementation Krasnitz, Venugopalan, hep-ph/9809433 Lappi, hep-ph/0303076

31/55

h⇢⇢iA (9)

h⇢⇢iB (10)

4 / 4

h⇢⇢iA (9)

h⇢⇢iB (10)

4 / 4

h⇢⇢iA (9)

h⇢⇢iB (10)

hV †V iB (11)

hV †V iA (12)

4 / 4

h⇢⇢iA (9)

h⇢⇢iB (10)

hV †V iB (11)

hV †V iA (12)

4 / 4

IP-Glasma model in a nutshell Schenke, PT, Venugopalan 1202.6646

[Dµ, Fµ� ] = J�

IP-
Sat

: C
olo
r ch

arg
e d

istr
ibu

tion
insi

de
Nu
clei

IP-
Sat

(Im
pac

t P
ara

me
ter

dep
end

ent
satu

rati
on)

par
am

etri
zat

ion
HE

RA

DIS
! pro

ton
-dip

ole
sca

tter
ing

ma
trix

S

p

d

i

p

(r ?
, x ,

b

?)
⇠ ex

p
� �r

2
Q

2
s

p

/2
�

The
nuc

lear
sca

tter
ing

ma
trix

is o
bta

ined
as

S

A

d

i

p

(r ?
, x ,

b

?)
=

AY

i

=0
S

p

d

i

p

(r ?
, x ,

b

?)
S i

p

i

! nuc
leon

s ar
e d

istr
ibu

ted
acc

ord
ing

to F
erm

i di
stri

but
ion

.

S

A

d

i

p

! dist
ribu

tion
of n

ucle
ar s

atu
rati

on
sca

le Q
s

(b ?
, x)

solv
ing

:

S

A

d

i

p

(r ?
= r S

, x ,
b

?)
= e

xp(
�1/

2)
=)

Q

2
s

=
2

r

2
S

Iter
ativ

ely
solv

ing
x

=
Q

s
(b ?

,x)
p s

! Q

s

(b ?
,

p
s

)

Lum
py

colo
r ch

arg
e d

ens
ity

dist
ribu

tion
g

2 µ(x ?
)⇠Q

s

(x ?
)

Ko
wa

lsk
i, L

app
i, V

enu
gop

ala
n 0

705
.30

47

Lap
pi,

arX
iv:0

711
.30

39,
110

4.3
725 Pri

thw
ish

Tri
bed

y
Qu

ark
Ma

tte
r 2

014
, D

arm
sta

dt,
Ge
rm

any
6/2

3

IP-S
at:

Col
orc

harg
edi

stri
but

ion
insi

deN
ucle

i

IP-S
at(

Imp
act

Par
ame

ter
dep

end
ent

satu
rati

on)
para

met
riza

tion
HER

A

DIS
!prot

on-d
ipol

esc
atte

ring
mat

rix
S

p

d

i

p(r?
,x,

b

?)⇠
exp�

�r2
Q

2
s

p

/2�

The
nuc

lear
scat

teri
ngm

atri
xis

obt
aine

das

S

A

d

i

p

(r?
,x,

b

?)=A

Y
i

=0

S

p

d

i

p(r?
,x,

b

?)

S
i

p

i

!nuc
leon

sar
edi

strib
uted

acc
ordi

ngt
oF

erm
idis

trib
utio

n.

S

A

d

i

p

!dist
ribu

tion
ofn

ucle
ars

atu
rati

ons
cale

Q

s

(b?
,x)

solv
ing

:

S

A

d

i

p

(r?
=r

S

,x,
b

?)=
exp

(�1/
2)

=)
Q

2
s

=2
r2
S

Iter
ativ

ely
solv

ing
x

=Q

s

(b?
,x) p

s

!Q

s

(b?
,p
s

)

Lum
pyc

olor
cha

rge
den

sity
dist

ribu
tion

g2µ
(x?)

⇠Q
s

(x?)

Kow
alsk

i,L
app

i,V
enu

gop
alan

070
5.3

047

Lap
pi,

arX
iv:0

711
.30

39,
110

4.3
725

Pri
thw

ish
Trib

edy

Qu
ark

Ma
tter

201
4,D

arm
sta
dt,

Ger
ma

ny
6/2

3

z

t

1
QS

x x+−

A  = pure gauge 1 A  = pure gauge 2

_I

A  = 0

dN

dpT1dy1 . . . dpTndyn

Tµ,ν(τ, x⊥, η)

Talk by Steven

Colliding nuclei  
→  classical color charge   
→  classical color field solving  

�(x�)

Field after collisions → combination of colliding fields



38

Classical Yang-Mills : Numerical solutions
Classical Yang-Mills approach on 2+1D lattice

Schenke, Tribedy, Venugopalan 1202.6646

E-by-E solve CYM for two colliding nuclei : [Dµ, Fµ⌫ ] = J⌫

TPSC%seminar,%IIT%Roorkee%%29/11/12% 39%

Color%Glass%Condensate%

where

J+ = �(x�)⇢
1

(x?)

J� = �(x+)⇢
2

(x?)

J i = 0 (11)

and we have restricted ourselves to work in a gauge where the link operators along

the particle trajectories drop out.

Before the collision takes place, we find a solution of the equations of motion

to be

A+ = 0

A� = 0

Ai = �(x�)�(�x+)↵i
1

(x?) + �(x+)�(�x�)↵i
2

(x?) (12)

This is a solution of the Yang-Mills equations in all of space-time except on or

within the forward light cone, as shown in Fig. 3. In the forward light cone, we

1 2

3
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x0

x3

Fig. 3: Regions with di�erent

structures of the gauge poten-

tial:

In regions 1 and 2 we have the

well known one nucleus solu-

tions ↵1,2. While in the back-

ward light cone there the gauge

potential is vanishing we have

a nontrivial solution in the for-

ward lightcone, region 3

must add in extra pieces in order to have a solution. This will be done below. The
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IP-Glasma model in a nutshell Schenke, PT, Venugopalan 1202.6646
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CGC (IP-Glasma) + PYTHIA (Fragmentation)
Schenke, Schlichting, PT and Venugopalan, 1607.02496 (to appear in PRL)

dN

dpT1dy1 . . . dpTndyn
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CGC (IP-Glasma) + PYTHIA (Fragmentation)
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p+p 7 TeV

Schenke, Schlichting, PT and Venugopalan, 1607.02496 (to appear in PRL)
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CGC (IP-Glasma) + PYTHIA (Fragmentation)

Purely momentum space correlations of gluons produce ridge after fragmentation
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CGC (IP-Glasma) + PYTHIA (Fragmentation)

Mass ordering can come from initial state correlations + fragmentations
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Initial state correlations

Initial State correlations

Momentum space correlations Position space correlations

Mini-jets, 
n-particle correlations

Eccentricity, 
Stress-Energy Tensor

Intrinsic Ridge Input to 
Hydro
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Common Initial conditions

fig:  Gale, Jeon, Schenke, Int.J.Mod.Phys. A28 (2013) 1340011 

Collision geometry + 2-comp model CGC perturbative CGC non-perturbative

Energy densities from these models are input to hydrodynamic simulations
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A few other models of initial conditions

neXus, EPOS : Parton-Based Gribov Regge Theory

Werner, Liu, and Pierog, hep-ph/0506232  
Pierog, Karpenko, Katzy, Yatsenko, Werner, 1306.0121

to reproduced any kind of hadronic interactions from h-A to A-B where h can be π, K or

p and A or B range from 1 to 210 nucleons. The energy range is from 40 GeV lab to more

than 1000 TeV center-of-mass energy (about 1021eV lab).

The EPOS version EPOS LHC v3400 presented here differs from EPOS 2.x [11] and

EPOS 3.x [12] (under development) in that it does not take advantage of the complete

3D hydro calculation followed by the hadronic cascade done in EPOS 2 or 3, but it is a

released version which is freely available for any user 1. The fast covariant approach used in

EPOS 1.99 is still used but with an improved flow parametrization as described later. The

main reason to have different versions is that for a Pb-Pb central event EPOS 2 or 3 needs

about one hour while EPOS LHC will generate it in few tens of seconds and EPOS LHC

is not under development any more (public stable version). As a consequence EPOS LHC

has more parameters (and less predictive power) than EPOS 2 or 3 [13–15] and should not

be used for a precise study of pt distributions or particle correlations in HI collisions, but

is a good alternative model for p-p and p-A minimum bias analysis.

2 Update of the EPOS 1.99 model

2.1 Basic principles of EPOS 1.99

Nucleus-nucleus scattering - even proton-proton - amounts to many elementary collisions

happening in parallel. Such an elementary scattering is the so-called “parton ladder” , see

figure 2, also referred to as cut Pomeron [6].

quasi longitudinal
color electric field

via pair
production

decay

"flux tube" 

nucleon

nucleon

effects
nonlinear 

partons
low x

Figure 2. Elementary interaction in the EPOS model.

A parton ladder represents parton evolutions from the projectile and the target side

towards the center (small x). The evolution is governed by an evolution equation, in the

simplest case according to DGLAP. In the following we will refer to these partons as “ladder

1available with HepMC interface CRMC at : http://www.auger.de/~rulrich/crmc.html

– 3 –

Flensburg,Gustafson, Lönnblad 1103.4321 
Flensburg 1108.4862DIPSY : saturation + BFKL cascade

Drescher, Hladik, Ostapchenko, Pierog, Werner, hep- ph/0007198.

Pa

k0
q1

k1

q2

k2

q3

qn−1

kn−1

qn
kn

Pb

(a)

q6

k5

q5

k4

q4

k3

q3

k2

q2

k1
q1

ln q2
⊥

y

ln s

ln q+ln q−

(b)

Figure 5: (a) A parton chain stretched between projectile and target. (b) A backbone of
k⊥-changing gluons in a (y, ln q2

⊥
) plane. The transverse momentum of the virtual links ki are

represented by horizontal lines.

3.3 Giving proper weights to the emissions

In the cascade the gluons at the ends of a dipole are given opposite transverse momenta

k⊥ = 1/r (see further sec. 3.4). In eq. (2.1) an emitted dipole of length r is given a weight

containing the factor d2r/r2. However, if this dipole emits further dipoles, the new weight

is proportional to r2. Thus the associated weight is just d2r for dipoles which have split

and been replaced by new dipoles. In the cascades shown in figs. 7 and 9 these dipoles

are marked by dashed lines. In the following they will be referred to as “inner dipoles”.

The remaining dipoles, formed by colour-connected gluons, are marked by heavy lines, and

they all get a weight proportional to 1/r2. They will be referred to as “outer dipoles”.

Let us study the cascade shown in fig. 7, obtained after the absorption of the virtual

gluons as described in the previous subsection. The cascade starts from the dipole (01),

followed by emission of gluons 2, 3, etc. Here the dipoles are first smaller and smaller,

a ≫ b ≫ c ≫ d. The corresponding k⊥-values therefore become larger and larger in each

step. After the minimum dipole, with size d, the subsequent emissions, 5, and 6, give again

larger dipoles with correspondingly lower k⊥ values. The weight containing factors 1/r2

for all “remaining dipoles” is proportional to

d2r2
b2

·
d2r3
c2

·
d2r4
d0

·
d2r5
e2

·
d2r6
f2

·
1

f2
. (3.3)

In this event gluons 3 and 4 recoil against each other with large transverse momenta

kmax = 1/d. As all factors of d have canceled in eq. (3.3), this gives the proper weight

– 11 –

CGC factorization : KLN model, f-KLN, MC-KLN, MC-rcBK

Kharzeev, Levin, Nardi, hep-ph/0111315, Drescher, Nara 0707.0249, Albacete, Dumitru 1011.5161 

http://arxiv.org/find/hep-ph/1/au:+Flensburg_C/0/1/0/all/0/1
http://arxiv.org/find/hep-ph/1/au:+Gustafson_G/0/1/0/all/0/1
http://arxiv.org/find/hep-ph/1/au:+Lonnblad_L/0/1/0/all/0/1
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Data that nailed it down

7

initial spatial geometry, the comparison of these two and
four-particle cumulants provides a strong constraint on
the initial spatial geometry fluctuations.

The nonflow contribution to the two-particle correla-
tions is not known and might be significant. We utilize
four methods to study and correct for nonflow contribu-
tions to the v

n

{2} coe�cients. First we compare v
n

{2}
for like and unlike charge-sign combinations since they
have di↵erent contributions from resonance decay and
jet fragmentation. Second we used di↵erent pseudora-
pidity gap requirements between the two particles since
larger gaps reduce the nonflow contributions. Third we
utilize HIJING (a pQCD inspired model which does not
include flow) to estimate these contributions and, finally
we estimate the nonflow from the correlations measured
in proton–proton collisions. All of these methods indi-
cate that nonflow e↵ects are smaller than 10%. In this
Letter we use the dependence of the correlations on pseu-
dorapidity distance between particles as an estimate of
nonflow.

Figure 1a shows v
2

, v
3

and v
4

integrated over the p
t

range 0.2 < p
t

< 5.0 GeV/c as a function of central-
ity. The v

2

{2}, v
3

{2} and v
4

{2} are shown for parti-
cles with |�⌘| > 1.0 and corrected for the estimated re-
maining nonflow contribution based on the correlation
measured in HIJING. The total systematic uncertainty
is shown as a band and fully includes this residual cor-
rection. The measured v

3

is smaller than v
2

and does
not depend strongly on centrality. The v

3

is compatible
with predictions for Pb–Pb collisions from a hydrody-
namic model calculation with Glauber initial conditions
and ⌘/s = 0.08 and larger than for MC-KLN CGC ini-
tial conditions with ⌘/s = 0.16 [11], suggesting a small
value of ⌘/s for the matter created in these collisions.
The v

3

{4} is about a factor two smaller than the two-
particle measurement which can, as explained in [28], be
understood if v

3

originates predominantly from event-
by-event fluctuations of the initial spatial geometry. For
these event-by-event fluctuations of the spatial geome-
try, the symmetry plane  

3

is expected to be uncorre-
lated (or correlated very weakly [29]) with the reaction
plane  

RP

, and with  
2

. We evaluate the correlations
between  

3

and  
RP

using the first-order event plane
from the ZDC via v

3/ RP
= hcos(3�

1

� 3 
RP

)i and the
correlation between  

3

and  
2

with a five-particle cor-
relator hcos(3�

1

+ 3�
2

� 2�
3

� 2�
4

� 2�
5

)i /v3
2

= v2
3/ 2

.

In Fig. 1a v
3/ RP

and v2
3/ 2

are shown as a function of
centrality. These correlations are indeed, within uncer-
tainties, consistent with zero as expected from a trian-
gular flow that originates predominantly from event-by-
event fluctuations of the initial spatial geometry.

To investigate the role of viscosity further we calculate
the ratios v

2

/"
2

and v
3

/"
3

, where "
2

and "
3

are the el-
lipticity and triangularity of the initial spatial geometry,
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FIG. 1. (color online) a) v2, v3 and v4 integrated over the pt
range 0.2 < pt < 5.0 GeV/c as a function of event centrality,
with the more central (peripheral) collisions shown on the left-
(right-)hand side, respectively. Full and open squares show
v3{2} and v3{4}, respectively. In addition we show v23/ 2

and
v3/ RP

, which represent the triangular flow measured relative
to the second order event plane and the reaction plane, re-
spectively (for the definitions, see text). b) v2{2, |�⌘| > 1}
and v3{2, |�⌘| > 1} divided by the corresponding eccentric-
ity versus centrality percentile for Glauber [22] and MC-KLN
CGC [30] initial conditions.

defined by:

"
n

= �
⌦
r2 cosn(�� 
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initial spatial geometry, the comparison of these two and
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the initial spatial geometry fluctuations.
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ity versus centrality percentile for Glauber [22] and MC-KLN
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FIG. 1. (Color online) Root-mean-square values of (�2, �3)
implied by hydrodynamic calculations in combination with
ALICE data for the 5% most central Pb-Pb collisions at�

sNN = 2.76 TeV. Squares: t0 = 1 fm/c with quadratic
freezeout. Circles: t0 = 1 fm/c with linear freezeout. Dia-
monds: t0 = 0.5 fm/c with quadratic freezeout. Closed sym-
bols correspond to energy density weighting, open symbols
to entropy density weighting. For each symbol type, the 7
points correspond to di�erent values of �/s, from 0 to 0.24
(from left to right) in steps of 0.04. The shaded band is the
area between two curves of the type (5) with C = Cmin and
C = Cmax, where the values of Cmin and Cmax are chosen
such that all hydro points lie within the band.

flow for a given value of ⌘/s, resulting in smaller values
of "n. Although this result may seem natural, it is not
trivial as it looks: the freeze-out temperature is adjusted
so as to match the pt spectrum, so that smaller t

0

goes
along earlier freeze-out. Both e�ects essentially compen-
sate each other at RHIC energies [8], so that final results
were insensitive to t

0

. The situation is di�erent at LHC
energies: in general, hydrodynamic results are less sen-
sitive to the hadronic phase [68] and to the freeze-out
temperature, which results in a stronger sensitivity of "n

to initial flow.
In general, the takeaway message is that any e�ect that

causes stronger collective flow tends to increase both "
2

and "
3

in such a way that the coe�cient C in Eq. (5) is
almost unchanged.

In fact, the largest contribution to the thickness of
the uncertainty band comes not from properties of the
medium or physical parameters, but instead from the
linear-response approximation itself: weighting with en-
tropy rather than energy yields slightly smaller values of
"
2

, while "
3

remains the same.
Once all sources of uncertainties are taken into ac-

count, one is left with an allowed region in the ("
2

, "
3

)
plane, corresponding to an allowed interval for the coe�-
cient C in Eq. (5). The same procedure can be repeated
for other centrality intervals, and at lower energy. The
value k = 0.6 in Eq. (5) gives a good fit for all centralities
at LHC, while k = 0.5 gives a better fit at RHIC. These
allowed regions are displayed as shaded bands in Fig. 2.
The uncertainty becomes larger as centrality percentile
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FIG. 2. (Color online) Shaded bands are root-mean-square
values of (�2, �3) allowed by experimental data in combina-
tion with hydrodynamic calculations, for Au-Au collisions
at

�
sNN = 0.2 TeV (left) [10] and Pb-Pb collisions at�

sNN = 2.76 TeV (right) [11] in various centrality windows
(from top to bottom). Symbols are predictions from various
models of initial conditions (see text for details).

increases, which is mostly due to the di�erence between
energy and entropy weighting. The minimum and maxi-
mum values of C are listed in Tables I and II for RHIC
and LHC, respectively. In the same centrality range, the
allowed band at LHC is slightly higher than at RHIC,
but they overlap.

IV. TESTING INITIAL STATE MODELS

We now use the values of the rms ellipticity "
2

and
triangularity "
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obtained from data and hydrodynamic
calculations as a filter for existing models of the initial
state. Since "

3

is solely created by fluctuations of the
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flow for a given value of ⌘/s, resulting in smaller values
of "n. Although this result may seem natural, it is not
trivial as it looks: the freeze-out temperature is adjusted
so as to match the pt spectrum, so that smaller t
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goes
along earlier freeze-out. Both e�ects essentially compen-
sate each other at RHIC energies [8], so that final results
were insensitive to t

0

. The situation is di�erent at LHC
energies: in general, hydrodynamic results are less sen-
sitive to the hadronic phase [68] and to the freeze-out
temperature, which results in a stronger sensitivity of "n

to initial flow.
In general, the takeaway message is that any e�ect that

causes stronger collective flow tends to increase both "
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and "
3

in such a way that the coe�cient C in Eq. (5) is
almost unchanged.

In fact, the largest contribution to the thickness of
the uncertainty band comes not from properties of the
medium or physical parameters, but instead from the
linear-response approximation itself: weighting with en-
tropy rather than energy yields slightly smaller values of
"
2

, while "
3

remains the same.
Once all sources of uncertainties are taken into ac-

count, one is left with an allowed region in the ("
2

, "
3

)
plane, corresponding to an allowed interval for the coe�-
cient C in Eq. (5). The same procedure can be repeated
for other centrality intervals, and at lower energy. The
value k = 0.6 in Eq. (5) gives a good fit for all centralities
at LHC, while k = 0.5 gives a better fit at RHIC. These
allowed regions are displayed as shaded bands in Fig. 2.
The uncertainty becomes larger as centrality percentile
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FIG. 2. (Color online) Shaded bands are root-mean-square
values of (�2, �3) allowed by experimental data in combina-
tion with hydrodynamic calculations, for Au-Au collisions
at

�
sNN = 0.2 TeV (left) [10] and Pb-Pb collisions at�

sNN = 2.76 TeV (right) [11] in various centrality windows
(from top to bottom). Symbols are predictions from various
models of initial conditions (see text for details).

increases, which is mostly due to the di�erence between
energy and entropy weighting. The minimum and maxi-
mum values of C are listed in Tables I and II for RHIC
and LHC, respectively. In the same centrality range, the
allowed band at LHC is slightly higher than at RHIC,
but they overlap.

IV. TESTING INITIAL STATE MODELS

We now use the values of the rms ellipticity "
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and
triangularity "

3

obtained from data and hydrodynamic
calculations as a filter for existing models of the initial
state. Since "
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is solely created by fluctuations of the
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C = Cmax, where the values of Cmin and Cmax are chosen
such that all hydro points lie within the band.

flow for a given value of ⌘/s, resulting in smaller values
of "n. Although this result may seem natural, it is not
trivial as it looks: the freeze-out temperature is adjusted
so as to match the pt spectrum, so that smaller t

0

goes
along earlier freeze-out. Both e�ects essentially compen-
sate each other at RHIC energies [8], so that final results
were insensitive to t

0

. The situation is di�erent at LHC
energies: in general, hydrodynamic results are less sen-
sitive to the hadronic phase [68] and to the freeze-out
temperature, which results in a stronger sensitivity of "n

to initial flow.
In general, the takeaway message is that any e�ect that

causes stronger collective flow tends to increase both "
2

and "
3

in such a way that the coe�cient C in Eq. (5) is
almost unchanged.

In fact, the largest contribution to the thickness of
the uncertainty band comes not from properties of the
medium or physical parameters, but instead from the
linear-response approximation itself: weighting with en-
tropy rather than energy yields slightly smaller values of
"
2

, while "
3

remains the same.
Once all sources of uncertainties are taken into ac-

count, one is left with an allowed region in the ("
2

, "
3

)
plane, corresponding to an allowed interval for the coe�-
cient C in Eq. (5). The same procedure can be repeated
for other centrality intervals, and at lower energy. The
value k = 0.6 in Eq. (5) gives a good fit for all centralities
at LHC, while k = 0.5 gives a better fit at RHIC. These
allowed regions are displayed as shaded bands in Fig. 2.
The uncertainty becomes larger as centrality percentile
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tion with hydrodynamic calculations, for Au-Au collisions
at
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sNN = 0.2 TeV (left) [10] and Pb-Pb collisions at�

sNN = 2.76 TeV (right) [11] in various centrality windows
(from top to bottom). Symbols are predictions from various
models of initial conditions (see text for details).

increases, which is mostly due to the di�erence between
energy and entropy weighting. The minimum and maxi-
mum values of C are listed in Tables I and II for RHIC
and LHC, respectively. In the same centrality range, the
allowed band at LHC is slightly higher than at RHIC,
but they overlap.
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flow for a given value of ⌘/s, resulting in smaller values
of "n. Although this result may seem natural, it is not
trivial as it looks: the freeze-out temperature is adjusted
so as to match the pt spectrum, so that smaller t
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goes
along earlier freeze-out. Both e�ects essentially compen-
sate each other at RHIC energies [8], so that final results
were insensitive to t
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. The situation is di�erent at LHC
energies: in general, hydrodynamic results are less sen-
sitive to the hadronic phase [68] and to the freeze-out
temperature, which results in a stronger sensitivity of "n

to initial flow.
In general, the takeaway message is that any e�ect that

causes stronger collective flow tends to increase both "
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and "
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in such a way that the coe�cient C in Eq. (5) is
almost unchanged.

In fact, the largest contribution to the thickness of
the uncertainty band comes not from properties of the
medium or physical parameters, but instead from the
linear-response approximation itself: weighting with en-
tropy rather than energy yields slightly smaller values of
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, while "
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FIG. 2. (Color online) Shaded bands are root-mean-square
values of (�2, �3) allowed by experimental data in combina-
tion with hydrodynamic calculations, for Au-Au collisions
at

�
sNN = 0.2 TeV (left) [10] and Pb-Pb collisions at�

sNN = 2.76 TeV (right) [11] in various centrality windows
(from top to bottom). Symbols are predictions from various
models of initial conditions (see text for details).

increases, which is mostly due to the di�erence between
energy and entropy weighting. The minimum and maxi-
mum values of C are listed in Tables I and II for RHIC
and LHC, respectively. In the same centrality range, the
allowed band at LHC is slightly higher than at RHIC,
but they overlap.
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energies: in general, hydrodynamic results are less sen-
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temperature, which results in a stronger sensitivity of "n

to initial flow.
In general, the takeaway message is that any e�ect that
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plane, corresponding to an allowed interval for the coe�-
cient C in Eq. (5). The same procedure can be repeated
for other centrality intervals, and at lower energy. The
value k = 0.6 in Eq. (5) gives a good fit for all centralities
at LHC, while k = 0.5 gives a better fit at RHIC. These
allowed regions are displayed as shaded bands in Fig. 2.
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(from top to bottom). Symbols are predictions from various
models of initial conditions (see text for details).

increases, which is mostly due to the di�erence between
energy and entropy weighting. The minimum and maxi-
mum values of C are listed in Tables I and II for RHIC
and LHC, respectively. In the same centrality range, the
allowed band at LHC is slightly higher than at RHIC,
but they overlap.
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0

goes
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the uncertainty band comes not from properties of the
medium or physical parameters, but instead from the
linear-response approximation itself: weighting with en-
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plane, corresponding to an allowed interval for the coe�-
cient C in Eq. (5). The same procedure can be repeated
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increases, which is mostly due to the di�erence between
energy and entropy weighting. The minimum and maxi-
mum values of C are listed in Tables I and II for RHIC
and LHC, respectively. In the same centrality range, the
allowed band at LHC is slightly higher than at RHIC,
but they overlap.
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flow for a given value of ⌘/s, resulting in smaller values
of "n. Although this result may seem natural, it is not
trivial as it looks: the freeze-out temperature is adjusted
so as to match the pt spectrum, so that smaller t
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goes
along earlier freeze-out. Both e�ects essentially compen-
sate each other at RHIC energies [8], so that final results
were insensitive to t
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. The situation is di�erent at LHC
energies: in general, hydrodynamic results are less sen-
sitive to the hadronic phase [68] and to the freeze-out
temperature, which results in a stronger sensitivity of "n

to initial flow.
In general, the takeaway message is that any e�ect that
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in such a way that the coe�cient C in Eq. (5) is
almost unchanged.

In fact, the largest contribution to the thickness of
the uncertainty band comes not from properties of the
medium or physical parameters, but instead from the
linear-response approximation itself: weighting with en-
tropy rather than energy yields slightly smaller values of
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, while "
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remains the same.
Once all sources of uncertainties are taken into ac-
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cient C in Eq. (5). The same procedure can be repeated
for other centrality intervals, and at lower energy. The
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at LHC, while k = 0.5 gives a better fit at RHIC. These
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increases, which is mostly due to the di�erence between
energy and entropy weighting. The minimum and maxi-
mum values of C are listed in Tables I and II for RHIC
and LHC, respectively. In the same centrality range, the
allowed band at LHC is slightly higher than at RHIC,
but they overlap.
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increases, which is mostly due to the di�erence between
energy and entropy weighting. The minimum and maxi-
mum values of C are listed in Tables I and II for RHIC
and LHC, respectively. In the same centrality range, the
allowed band at LHC is slightly higher than at RHIC,
but they overlap.
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flow for a given value of ⌘/s, resulting in smaller values
of "n. Although this result may seem natural, it is not
trivial as it looks: the freeze-out temperature is adjusted
so as to match the pt spectrum, so that smaller t

0

goes
along earlier freeze-out. Both e�ects essentially compen-
sate each other at RHIC energies [8], so that final results
were insensitive to t

0

. The situation is di�erent at LHC
energies: in general, hydrodynamic results are less sen-
sitive to the hadronic phase [68] and to the freeze-out
temperature, which results in a stronger sensitivity of "n

to initial flow.
In general, the takeaway message is that any e�ect that

causes stronger collective flow tends to increase both "
2

and "
3

in such a way that the coe�cient C in Eq. (5) is
almost unchanged.

In fact, the largest contribution to the thickness of
the uncertainty band comes not from properties of the
medium or physical parameters, but instead from the
linear-response approximation itself: weighting with en-
tropy rather than energy yields slightly smaller values of
"
2

, while "
3

remains the same.
Once all sources of uncertainties are taken into ac-

count, one is left with an allowed region in the ("
2

, "
3

)
plane, corresponding to an allowed interval for the coe�-
cient C in Eq. (5). The same procedure can be repeated
for other centrality intervals, and at lower energy. The
value k = 0.6 in Eq. (5) gives a good fit for all centralities
at LHC, while k = 0.5 gives a better fit at RHIC. These
allowed regions are displayed as shaded bands in Fig. 2.
The uncertainty becomes larger as centrality percentile
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increases, which is mostly due to the di�erence between
energy and entropy weighting. The minimum and maxi-
mum values of C are listed in Tables I and II for RHIC
and LHC, respectively. In the same centrality range, the
allowed band at LHC is slightly higher than at RHIC,
but they overlap.

IV. TESTING INITIAL STATE MODELS

We now use the values of the rms ellipticity "
2

and
triangularity "

3

obtained from data and hydrodynamic
calculations as a filter for existing models of the initial
state. Since "

3

is solely created by fluctuations of the

4

0.1 0.15

0.1

0.15

rm s ∂3

rm
s∂

2

t0=0.1 fm êc, quadratict0=1 fm êc, quadratict0=1 fm êc, linear

Ê
Ê

Ê
Ê
Ê

Ê

Ê

‡
‡

‡
‡
‡

‡

‡

Ï
Ï
Ï

Ï
Ï

Ï
Ï

Á
Á

Á
Á
Á

Á

Á

·
·

·
·
·

·
·

Ì
Ì
Ì

Ì
Ì

Ì
Ì

0.1 0.15

0.1

0.15

rm s ∂3

rm
s∂

2

t0=0.5 fm êc, quadratict0=1 fm êc, quadratict0=1 fm êc, linear

FIG. 1. (Color online) Root-mean-square values of (�2, �3)
implied by hydrodynamic calculations in combination with
ALICE data for the 5% most central Pb-Pb collisions at�

sNN = 2.76 TeV. Squares: t0 = 1 fm/c with quadratic
freezeout. Circles: t0 = 1 fm/c with linear freezeout. Dia-
monds: t0 = 0.5 fm/c with quadratic freezeout. Closed sym-
bols correspond to energy density weighting, open symbols
to entropy density weighting. For each symbol type, the 7
points correspond to di�erent values of �/s, from 0 to 0.24
(from left to right) in steps of 0.04. The shaded band is the
area between two curves of the type (5) with C = Cmin and
C = Cmax, where the values of Cmin and Cmax are chosen
such that all hydro points lie within the band.

flow for a given value of ⌘/s, resulting in smaller values
of "n. Although this result may seem natural, it is not
trivial as it looks: the freeze-out temperature is adjusted
so as to match the pt spectrum, so that smaller t
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goes
along earlier freeze-out. Both e�ects essentially compen-
sate each other at RHIC energies [8], so that final results
were insensitive to t
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. The situation is di�erent at LHC
energies: in general, hydrodynamic results are less sen-
sitive to the hadronic phase [68] and to the freeze-out
temperature, which results in a stronger sensitivity of "n

to initial flow.
In general, the takeaway message is that any e�ect that

causes stronger collective flow tends to increase both "
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and "
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in such a way that the coe�cient C in Eq. (5) is
almost unchanged.

In fact, the largest contribution to the thickness of
the uncertainty band comes not from properties of the
medium or physical parameters, but instead from the
linear-response approximation itself: weighting with en-
tropy rather than energy yields slightly smaller values of
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, while "
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remains the same.
Once all sources of uncertainties are taken into ac-

count, one is left with an allowed region in the ("
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, "
3

)
plane, corresponding to an allowed interval for the coe�-
cient C in Eq. (5). The same procedure can be repeated
for other centrality intervals, and at lower energy. The
value k = 0.6 in Eq. (5) gives a good fit for all centralities
at LHC, while k = 0.5 gives a better fit at RHIC. These
allowed regions are displayed as shaded bands in Fig. 2.
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sNN = 0.2 TeV (left) [10] and Pb-Pb collisions at�
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increases, which is mostly due to the di�erence between
energy and entropy weighting. The minimum and maxi-
mum values of C are listed in Tables I and II for RHIC
and LHC, respectively. In the same centrality range, the
allowed band at LHC is slightly higher than at RHIC,
but they overlap.

IV. TESTING INITIAL STATE MODELS

We now use the values of the rms ellipticity "
2

and
triangularity "

3

obtained from data and hydrodynamic
calculations as a filter for existing models of the initial
state. Since "

3

is solely created by fluctuations of the

RHIC-AGS meet 2015, BNL 10/23

Constraining di↵erent models of initial conditions
Retinskaya, Luzum,

Ollitrault 1311.5339

"
n

’s are strongly
model dependent !
correlations are better
ways to compare.

Constraining di↵erent models of initial conditions
Retinskaya, Luzum, Ollitrault 1311.5339

"
n

’s are strongly model dependent ! correlations are better ways
to compare.

4

0.1 0.15

0.1

0.15

rm s ∂3

rm
s∂

2

t0=0.1 fm êc, quadratict0=1 fm êc, quadratict0=1 fm êc, linear

Ê
Ê

Ê
Ê
Ê

Ê

Ê

‡
‡

‡
‡
‡

‡

‡

Ï
Ï
Ï

Ï
Ï

Ï
Ï

Á
Á

Á
Á
Á

Á

Á

·
·

·
·
·

·
·

Ì
Ì
Ì

Ì
Ì

Ì
Ì

0.1 0.15

0.1

0.15

rm s ∂3

rm
s∂

2

t0=0.5 fm êc, quadratict0=1 fm êc, quadratict0=1 fm êc, linear

FIG. 1. (Color online) Root-mean-square values of (�2, �3)
implied by hydrodynamic calculations in combination with
ALICE data for the 5% most central Pb-Pb collisions at�

sNN = 2.76 TeV. Squares: t0 = 1 fm/c with quadratic
freezeout. Circles: t0 = 1 fm/c with linear freezeout. Dia-
monds: t0 = 0.5 fm/c with quadratic freezeout. Closed sym-
bols correspond to energy density weighting, open symbols
to entropy density weighting. For each symbol type, the 7
points correspond to di�erent values of �/s, from 0 to 0.24
(from left to right) in steps of 0.04. The shaded band is the
area between two curves of the type (5) with C = Cmin and
C = Cmax, where the values of Cmin and Cmax are chosen
such that all hydro points lie within the band.

flow for a given value of ⌘/s, resulting in smaller values
of "n. Although this result may seem natural, it is not
trivial as it looks: the freeze-out temperature is adjusted
so as to match the pt spectrum, so that smaller t
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goes
along earlier freeze-out. Both e�ects essentially compen-
sate each other at RHIC energies [8], so that final results
were insensitive to t

0

. The situation is di�erent at LHC
energies: in general, hydrodynamic results are less sen-
sitive to the hadronic phase [68] and to the freeze-out
temperature, which results in a stronger sensitivity of "n

to initial flow.
In general, the takeaway message is that any e�ect that

causes stronger collective flow tends to increase both "
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and "
3

in such a way that the coe�cient C in Eq. (5) is
almost unchanged.

In fact, the largest contribution to the thickness of
the uncertainty band comes not from properties of the
medium or physical parameters, but instead from the
linear-response approximation itself: weighting with en-
tropy rather than energy yields slightly smaller values of
"
2

, while "
3

remains the same.
Once all sources of uncertainties are taken into ac-

count, one is left with an allowed region in the ("
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3

)
plane, corresponding to an allowed interval for the coe�-
cient C in Eq. (5). The same procedure can be repeated
for other centrality intervals, and at lower energy. The
value k = 0.6 in Eq. (5) gives a good fit for all centralities
at LHC, while k = 0.5 gives a better fit at RHIC. These
allowed regions are displayed as shaded bands in Fig. 2.
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increases, which is mostly due to the di�erence between
energy and entropy weighting. The minimum and maxi-
mum values of C are listed in Tables I and II for RHIC
and LHC, respectively. In the same centrality range, the
allowed band at LHC is slightly higher than at RHIC,
but they overlap.
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flow for a given value of ⌘/s, resulting in smaller values
of "n. Although this result may seem natural, it is not
trivial as it looks: the freeze-out temperature is adjusted
so as to match the pt spectrum, so that smaller t
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goes
along earlier freeze-out. Both e�ects essentially compen-
sate each other at RHIC energies [8], so that final results
were insensitive to t

0

. The situation is di�erent at LHC
energies: in general, hydrodynamic results are less sen-
sitive to the hadronic phase [68] and to the freeze-out
temperature, which results in a stronger sensitivity of "n

to initial flow.
In general, the takeaway message is that any e�ect that

causes stronger collective flow tends to increase both "
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and "
3

in such a way that the coe�cient C in Eq. (5) is
almost unchanged.

In fact, the largest contribution to the thickness of
the uncertainty band comes not from properties of the
medium or physical parameters, but instead from the
linear-response approximation itself: weighting with en-
tropy rather than energy yields slightly smaller values of
"
2

, while "
3

remains the same.
Once all sources of uncertainties are taken into ac-

count, one is left with an allowed region in the ("
2

, "
3

)
plane, corresponding to an allowed interval for the coe�-
cient C in Eq. (5). The same procedure can be repeated
for other centrality intervals, and at lower energy. The
value k = 0.6 in Eq. (5) gives a good fit for all centralities
at LHC, while k = 0.5 gives a better fit at RHIC. These
allowed regions are displayed as shaded bands in Fig. 2.
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increases, which is mostly due to the di�erence between
energy and entropy weighting. The minimum and maxi-
mum values of C are listed in Tables I and II for RHIC
and LHC, respectively. In the same centrality range, the
allowed band at LHC is slightly higher than at RHIC,
but they overlap.
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of "n. Although this result may seem natural, it is not
trivial as it looks: the freeze-out temperature is adjusted
so as to match the pt spectrum, so that smaller t
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goes
along earlier freeze-out. Both e�ects essentially compen-
sate each other at RHIC energies [8], so that final results
were insensitive to t

0

. The situation is di�erent at LHC
energies: in general, hydrodynamic results are less sen-
sitive to the hadronic phase [68] and to the freeze-out
temperature, which results in a stronger sensitivity of "n

to initial flow.
In general, the takeaway message is that any e�ect that

causes stronger collective flow tends to increase both "
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in such a way that the coe�cient C in Eq. (5) is
almost unchanged.

In fact, the largest contribution to the thickness of
the uncertainty band comes not from properties of the
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value k = 0.6 in Eq. (5) gives a good fit for all centralities
at LHC, while k = 0.5 gives a better fit at RHIC. These
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FIG. 2. (Color online) Shaded bands are root-mean-square
values of (�2, �3) allowed by experimental data in combina-
tion with hydrodynamic calculations, for Au-Au collisions
at
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sNN = 0.2 TeV (left) [10] and Pb-Pb collisions at�

sNN = 2.76 TeV (right) [11] in various centrality windows
(from top to bottom). Symbols are predictions from various
models of initial conditions (see text for details).

increases, which is mostly due to the di�erence between
energy and entropy weighting. The minimum and maxi-
mum values of C are listed in Tables I and II for RHIC
and LHC, respectively. In the same centrality range, the
allowed band at LHC is slightly higher than at RHIC,
but they overlap.
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sitive to the hadronic phase [68] and to the freeze-out
temperature, which results in a stronger sensitivity of "n

to initial flow.
In general, the takeaway message is that any e�ect that
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almost unchanged.
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, while "
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remains the same.
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plane, corresponding to an allowed interval for the coe�-
cient C in Eq. (5). The same procedure can be repeated
for other centrality intervals, and at lower energy. The
value k = 0.6 in Eq. (5) gives a good fit for all centralities
at LHC, while k = 0.5 gives a better fit at RHIC. These
allowed regions are displayed as shaded bands in Fig. 2.
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models of initial conditions (see text for details).

increases, which is mostly due to the di�erence between
energy and entropy weighting. The minimum and maxi-
mum values of C are listed in Tables I and II for RHIC
and LHC, respectively. In the same centrality range, the
allowed band at LHC is slightly higher than at RHIC,
but they overlap.
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flow for a given value of ⌘/s, resulting in smaller values
of "n. Although this result may seem natural, it is not
trivial as it looks: the freeze-out temperature is adjusted
so as to match the pt spectrum, so that smaller t
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goes
along earlier freeze-out. Both e�ects essentially compen-
sate each other at RHIC energies [8], so that final results
were insensitive to t
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. The situation is di�erent at LHC
energies: in general, hydrodynamic results are less sen-
sitive to the hadronic phase [68] and to the freeze-out
temperature, which results in a stronger sensitivity of "n

to initial flow.
In general, the takeaway message is that any e�ect that

causes stronger collective flow tends to increase both "
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and "
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in such a way that the coe�cient C in Eq. (5) is
almost unchanged.

In fact, the largest contribution to the thickness of
the uncertainty band comes not from properties of the
medium or physical parameters, but instead from the
linear-response approximation itself: weighting with en-
tropy rather than energy yields slightly smaller values of
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, while "
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remains the same.
Once all sources of uncertainties are taken into ac-

count, one is left with an allowed region in the ("
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plane, corresponding to an allowed interval for the coe�-
cient C in Eq. (5). The same procedure can be repeated
for other centrality intervals, and at lower energy. The
value k = 0.6 in Eq. (5) gives a good fit for all centralities
at LHC, while k = 0.5 gives a better fit at RHIC. These
allowed regions are displayed as shaded bands in Fig. 2.
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increases, which is mostly due to the di�erence between
energy and entropy weighting. The minimum and maxi-
mum values of C are listed in Tables I and II for RHIC
and LHC, respectively. In the same centrality range, the
allowed band at LHC is slightly higher than at RHIC,
but they overlap.
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flow for a given value of ⌘/s, resulting in smaller values
of "n. Although this result may seem natural, it is not
trivial as it looks: the freeze-out temperature is adjusted
so as to match the pt spectrum, so that smaller t
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goes
along earlier freeze-out. Both e�ects essentially compen-
sate each other at RHIC energies [8], so that final results
were insensitive to t

0

. The situation is di�erent at LHC
energies: in general, hydrodynamic results are less sen-
sitive to the hadronic phase [68] and to the freeze-out
temperature, which results in a stronger sensitivity of "n

to initial flow.
In general, the takeaway message is that any e�ect that

causes stronger collective flow tends to increase both "
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and "
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in such a way that the coe�cient C in Eq. (5) is
almost unchanged.

In fact, the largest contribution to the thickness of
the uncertainty band comes not from properties of the
medium or physical parameters, but instead from the
linear-response approximation itself: weighting with en-
tropy rather than energy yields slightly smaller values of
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, while "
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remains the same.
Once all sources of uncertainties are taken into ac-

count, one is left with an allowed region in the ("
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plane, corresponding to an allowed interval for the coe�-
cient C in Eq. (5). The same procedure can be repeated
for other centrality intervals, and at lower energy. The
value k = 0.6 in Eq. (5) gives a good fit for all centralities
at LHC, while k = 0.5 gives a better fit at RHIC. These
allowed regions are displayed as shaded bands in Fig. 2.
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increases, which is mostly due to the di�erence between
energy and entropy weighting. The minimum and maxi-
mum values of C are listed in Tables I and II for RHIC
and LHC, respectively. In the same centrality range, the
allowed band at LHC is slightly higher than at RHIC,
but they overlap.
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along earlier freeze-out. Both e�ects essentially compen-
sate each other at RHIC energies [8], so that final results
were insensitive to t
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. The situation is di�erent at LHC
energies: in general, hydrodynamic results are less sen-
sitive to the hadronic phase [68] and to the freeze-out
temperature, which results in a stronger sensitivity of "n

to initial flow.
In general, the takeaway message is that any e�ect that
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in such a way that the coe�cient C in Eq. (5) is
almost unchanged.

In fact, the largest contribution to the thickness of
the uncertainty band comes not from properties of the
medium or physical parameters, but instead from the
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2

, "
3

)
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mum values of C are listed in Tables I and II for RHIC
and LHC, respectively. In the same centrality range, the
allowed band at LHC is slightly higher than at RHIC,
but they overlap.
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flow for a given value of ⌘/s, resulting in smaller values
of "n. Although this result may seem natural, it is not
trivial as it looks: the freeze-out temperature is adjusted
so as to match the pt spectrum, so that smaller t

0

goes
along earlier freeze-out. Both e�ects essentially compen-
sate each other at RHIC energies [8], so that final results
were insensitive to t

0

. The situation is di�erent at LHC
energies: in general, hydrodynamic results are less sen-
sitive to the hadronic phase [68] and to the freeze-out
temperature, which results in a stronger sensitivity of "n

to initial flow.
In general, the takeaway message is that any e�ect that

causes stronger collective flow tends to increase both "
2

and "
3

in such a way that the coe�cient C in Eq. (5) is
almost unchanged.

In fact, the largest contribution to the thickness of
the uncertainty band comes not from properties of the
medium or physical parameters, but instead from the
linear-response approximation itself: weighting with en-
tropy rather than energy yields slightly smaller values of
"
2

, while "
3

remains the same.
Once all sources of uncertainties are taken into ac-

count, one is left with an allowed region in the ("
2

, "
3

)
plane, corresponding to an allowed interval for the coe�-
cient C in Eq. (5). The same procedure can be repeated
for other centrality intervals, and at lower energy. The
value k = 0.6 in Eq. (5) gives a good fit for all centralities
at LHC, while k = 0.5 gives a better fit at RHIC. These
allowed regions are displayed as shaded bands in Fig. 2.
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increases, which is mostly due to the di�erence between
energy and entropy weighting. The minimum and maxi-
mum values of C are listed in Tables I and II for RHIC
and LHC, respectively. In the same centrality range, the
allowed band at LHC is slightly higher than at RHIC,
but they overlap.
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flow for a given value of ⌘/s, resulting in smaller values
of "n. Although this result may seem natural, it is not
trivial as it looks: the freeze-out temperature is adjusted
so as to match the pt spectrum, so that smaller t
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goes
along earlier freeze-out. Both e�ects essentially compen-
sate each other at RHIC energies [8], so that final results
were insensitive to t

0

. The situation is di�erent at LHC
energies: in general, hydrodynamic results are less sen-
sitive to the hadronic phase [68] and to the freeze-out
temperature, which results in a stronger sensitivity of "n

to initial flow.
In general, the takeaway message is that any e�ect that

causes stronger collective flow tends to increase both "
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and "
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in such a way that the coe�cient C in Eq. (5) is
almost unchanged.

In fact, the largest contribution to the thickness of
the uncertainty band comes not from properties of the
medium or physical parameters, but instead from the
linear-response approximation itself: weighting with en-
tropy rather than energy yields slightly smaller values of
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, while "
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remains the same.
Once all sources of uncertainties are taken into ac-

count, one is left with an allowed region in the ("
2
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3

)
plane, corresponding to an allowed interval for the coe�-
cient C in Eq. (5). The same procedure can be repeated
for other centrality intervals, and at lower energy. The
value k = 0.6 in Eq. (5) gives a good fit for all centralities
at LHC, while k = 0.5 gives a better fit at RHIC. These
allowed regions are displayed as shaded bands in Fig. 2.
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increases, which is mostly due to the di�erence between
energy and entropy weighting. The minimum and maxi-
mum values of C are listed in Tables I and II for RHIC
and LHC, respectively. In the same centrality range, the
allowed band at LHC is slightly higher than at RHIC,
but they overlap.
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flow for a given value of ⌘/s, resulting in smaller values
of "n. Although this result may seem natural, it is not
trivial as it looks: the freeze-out temperature is adjusted
so as to match the pt spectrum, so that smaller t
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goes
along earlier freeze-out. Both e�ects essentially compen-
sate each other at RHIC energies [8], so that final results
were insensitive to t
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. The situation is di�erent at LHC
energies: in general, hydrodynamic results are less sen-
sitive to the hadronic phase [68] and to the freeze-out
temperature, which results in a stronger sensitivity of "n

to initial flow.
In general, the takeaway message is that any e�ect that

causes stronger collective flow tends to increase both "
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and "
3

in such a way that the coe�cient C in Eq. (5) is
almost unchanged.

In fact, the largest contribution to the thickness of
the uncertainty band comes not from properties of the
medium or physical parameters, but instead from the
linear-response approximation itself: weighting with en-
tropy rather than energy yields slightly smaller values of
"
2

, while "
3

remains the same.
Once all sources of uncertainties are taken into ac-

count, one is left with an allowed region in the ("
2

, "
3

)
plane, corresponding to an allowed interval for the coe�-
cient C in Eq. (5). The same procedure can be repeated
for other centrality intervals, and at lower energy. The
value k = 0.6 in Eq. (5) gives a good fit for all centralities
at LHC, while k = 0.5 gives a better fit at RHIC. These
allowed regions are displayed as shaded bands in Fig. 2.
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increases, which is mostly due to the di�erence between
energy and entropy weighting. The minimum and maxi-
mum values of C are listed in Tables I and II for RHIC
and LHC, respectively. In the same centrality range, the
allowed band at LHC is slightly higher than at RHIC,
but they overlap.
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flow for a given value of ⌘/s, resulting in smaller values
of "n. Although this result may seem natural, it is not
trivial as it looks: the freeze-out temperature is adjusted
so as to match the pt spectrum, so that smaller t

0

goes
along earlier freeze-out. Both e�ects essentially compen-
sate each other at RHIC energies [8], so that final results
were insensitive to t

0

. The situation is di�erent at LHC
energies: in general, hydrodynamic results are less sen-
sitive to the hadronic phase [68] and to the freeze-out
temperature, which results in a stronger sensitivity of "n

to initial flow.
In general, the takeaway message is that any e�ect that

causes stronger collective flow tends to increase both "
2

and "
3

in such a way that the coe�cient C in Eq. (5) is
almost unchanged.

In fact, the largest contribution to the thickness of
the uncertainty band comes not from properties of the
medium or physical parameters, but instead from the
linear-response approximation itself: weighting with en-
tropy rather than energy yields slightly smaller values of
"
2

, while "
3

remains the same.
Once all sources of uncertainties are taken into ac-

count, one is left with an allowed region in the ("
2

, "
3

)
plane, corresponding to an allowed interval for the coe�-
cient C in Eq. (5). The same procedure can be repeated
for other centrality intervals, and at lower energy. The
value k = 0.6 in Eq. (5) gives a good fit for all centralities
at LHC, while k = 0.5 gives a better fit at RHIC. These
allowed regions are displayed as shaded bands in Fig. 2.
The uncertainty becomes larger as centrality percentile
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increases, which is mostly due to the di�erence between
energy and entropy weighting. The minimum and maxi-
mum values of C are listed in Tables I and II for RHIC
and LHC, respectively. In the same centrality range, the
allowed band at LHC is slightly higher than at RHIC,
but they overlap.
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flow for a given value of ⌘/s, resulting in smaller values
of "n. Although this result may seem natural, it is not
trivial as it looks: the freeze-out temperature is adjusted
so as to match the pt spectrum, so that smaller t
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goes
along earlier freeze-out. Both e�ects essentially compen-
sate each other at RHIC energies [8], so that final results
were insensitive to t
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. The situation is di�erent at LHC
energies: in general, hydrodynamic results are less sen-
sitive to the hadronic phase [68] and to the freeze-out
temperature, which results in a stronger sensitivity of "n

to initial flow.
In general, the takeaway message is that any e�ect that

causes stronger collective flow tends to increase both "
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and "
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in such a way that the coe�cient C in Eq. (5) is
almost unchanged.

In fact, the largest contribution to the thickness of
the uncertainty band comes not from properties of the
medium or physical parameters, but instead from the
linear-response approximation itself: weighting with en-
tropy rather than energy yields slightly smaller values of
"
2

, while "
3

remains the same.
Once all sources of uncertainties are taken into ac-

count, one is left with an allowed region in the ("
2

, "
3

)
plane, corresponding to an allowed interval for the coe�-
cient C in Eq. (5). The same procedure can be repeated
for other centrality intervals, and at lower energy. The
value k = 0.6 in Eq. (5) gives a good fit for all centralities
at LHC, while k = 0.5 gives a better fit at RHIC. These
allowed regions are displayed as shaded bands in Fig. 2.
The uncertainty becomes larger as centrality percentile
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FIG. 2. (Color online) Shaded bands are root-mean-square
values of (�2, �3) allowed by experimental data in combina-
tion with hydrodynamic calculations, for Au-Au collisions
at

�
sNN = 0.2 TeV (left) [10] and Pb-Pb collisions at�

sNN = 2.76 TeV (right) [11] in various centrality windows
(from top to bottom). Symbols are predictions from various
models of initial conditions (see text for details).

increases, which is mostly due to the di�erence between
energy and entropy weighting. The minimum and maxi-
mum values of C are listed in Tables I and II for RHIC
and LHC, respectively. In the same centrality range, the
allowed band at LHC is slightly higher than at RHIC,
but they overlap.

IV. TESTING INITIAL STATE MODELS

We now use the values of the rms ellipticity "
2

and
triangularity "

3

obtained from data and hydrodynamic
calculations as a filter for existing models of the initial
state. Since "

3

is solely created by fluctuations of the

RHIC-AGS meet 2015, BNL 10/23
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Figure 18 compares the EbyE v2 distributions with the distributions of the eccentricity

ϵ2 of the initial geometry, calculated via eq. (1.2) from the Glauber model [36] and the

MC-KLN model [45]. The MC-KLN model is based on the Glauber model but takes into

account the corrections to the initial geometry due to gluon saturation effects. Three
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FIG. 3. (Color online) Top panels: charged particle v2{2} vs.
normalized multiplicity within |η| < 1.0. The upper panel is
for the top 1% most central events based on the smallness of
the ZDC signal, while the middle panel is for the top 0.125%.
Small boxes indicate the possible range of variation of v2 from
uncertainties in the efficiency corrections on the x-axis. Model
comparisons are described in the text. Bottom panel: The
slopes as a function of increasingly tighter ZDC centrality
selections. The systematic uncertainties are shown as bands.

slope, which indicates the effect of the impact parame-
ter is still prominent (otherwise we expect the Au+Au
slope to be nearly flat or even positive). The middle
panel of Fig. 3 shows the 0.125% most central events.
The negative slope for Au+Au collisions is smaller in
magnitude, indicating the effects from non-central col-
lisions are reduced and the variation in multiplicity in
Au+Au collisions is mainly driven by fluctuations. The
bottom panel of Fig. 3 shows how the slopes extracted
from v2 vs normalized multiplicity evolve with succes-
sively tighter ZDC sections. While the slope for Au+Au
collisions becomes less negative, the slope for U+U colli-
sions becomes steeper as the centrality selection is tight-
ened. This demonstrates that the variation of multiplic-
ity in the 0.125% U+U collisions is dominated by the
different geometries made possible by the prolate shape
of the uranium nucleus and that tip-tip collisions produce
more multiplicity than body-body collisions. Systematic
uncertainties shown as bands on the slope were estimated

by varying the fit range and efficiency corrections. Other
sources of systematic error are smaller and sub-dominant
compared to the variation due to the range of efficiencies
used in the error analysis. Due to large statistical errors,
no conclusions could be drawn from studies of v2{4} ver-
sus multiplicity in these events. We also measured v3{2}
in central collisions and found that v3{2} in the 0.125%
most central collisions are (1.410±0.006)×10−2 for U+U
and (1.380± 0.008)× 10−2 in Au+Au collisions (statisti-
cal errors only). The slope of v3 vs multiplicity was small
and negative in both systems at about −0.005± 0.002.
The U+U data in the top panels of Fig. 3 are com-

pared to the Glauber-xhard model (asssuming v2 =
ε2⟨v2⟩/⟨ε2⟩). The ZDC response was modeled by calcu-
lating the number of spectator neutrons from the Glauber
model (accounting for the charge to mass ratio of the
nucleus) and folding each neutron with the known ZDC
resolution for a single neutron. The Glauber-xhard model
significantly over-predicts the observed slope for U+U.
This indicates that the variation in multiplicity between
tip-tip collisions and body-body collisions is smaller than
anticipated if multiplicity has a significant contribution
proportional to Nbin. Given this failure, we investigate
two alternatives with no explicit Nbin dependence: a
constituent-quark Glauber model (Glauber-CQ) [18, 19]
and the IP-Glasma model [17] based on gluon satura-
tion [16]. The Glauber-CQ model neglects Nbin and
counts the number of participating constitutent quarks
NCQ with each nucleon being treated as three constituent
quarks distributed according to ρ = ρ0 exp(−ar) with
a = 4.27 fm−1 [19]. This model with σqq = 9.36 mb pro-
vides a good description of transverse energy and multi-
plicity distributions at RHIC [19] and a better descrip-
tion of v2 fluctuations than a nucleon based Glauber
model [24]. In our simulation, for each NCQ, we sample
an NBD with parameters tuned to match the distribu-
tions from p+p [25] and Au+Au at 200 GeV (n = 0.76,
and k = 0.34 for |η| < 0.5 and n = 2.9 and k = 0.86 for
|η| < 1). For both Glauber models we use two sets of pa-
rameters for the nuclear geometry, one corresponding to
the more commonly used values [29] (dashed lines) and
the new parameters proposed in Ref. [30] (solid lines).
The effect of the different parameter sets is small. The
IP-Glasma and Glauber-CQ model are also compared to
the Au+Au data (Glauber-xhard is left off for clarity) but
because of significant uncertainty in the actual shape of
a Au nucleus, it is difficult to draw conclusions from this
comparison.
In U+U collisions, both the IP-Glasma model and the

Glauber-CQ model predict slopes closer to the data. In
the Glauber-CQ model, even though there is no depen-
dence on Nbin, the average number of quarks struck in
a nucleon (NCQ/Npart) is larger in tip-tip than in body-
body collisions so that tip-tip collisions create more mul-
tiplicity. This leads to a strong anti-correlation between
NCQ/Npart and ε2 which in turn translates into a nega-
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FIG. 3. (Color online) Top panels: charged particle v2{2} vs.
normalized multiplicity within |η| < 1.0. The upper panel is
for the top 1% most central events based on the smallness of
the ZDC signal, while the middle panel is for the top 0.125%.
Small boxes indicate the possible range of variation of v2 from
uncertainties in the efficiency corrections on the x-axis. Model
comparisons are described in the text. Bottom panel: The
slopes as a function of increasingly tighter ZDC centrality
selections. The systematic uncertainties are shown as bands.

slope, which indicates the effect of the impact parame-
ter is still prominent (otherwise we expect the Au+Au
slope to be nearly flat or even positive). The middle
panel of Fig. 3 shows the 0.125% most central events.
The negative slope for Au+Au collisions is smaller in
magnitude, indicating the effects from non-central col-
lisions are reduced and the variation in multiplicity in
Au+Au collisions is mainly driven by fluctuations. The
bottom panel of Fig. 3 shows how the slopes extracted
from v2 vs normalized multiplicity evolve with succes-
sively tighter ZDC sections. While the slope for Au+Au
collisions becomes less negative, the slope for U+U colli-
sions becomes steeper as the centrality selection is tight-
ened. This demonstrates that the variation of multiplic-
ity in the 0.125% U+U collisions is dominated by the
different geometries made possible by the prolate shape
of the uranium nucleus and that tip-tip collisions produce
more multiplicity than body-body collisions. Systematic
uncertainties shown as bands on the slope were estimated

by varying the fit range and efficiency corrections. Other
sources of systematic error are smaller and sub-dominant
compared to the variation due to the range of efficiencies
used in the error analysis. Due to large statistical errors,
no conclusions could be drawn from studies of v2{4} ver-
sus multiplicity in these events. We also measured v3{2}
in central collisions and found that v3{2} in the 0.125%
most central collisions are (1.410±0.006)×10−2 for U+U
and (1.380± 0.008)× 10−2 in Au+Au collisions (statisti-
cal errors only). The slope of v3 vs multiplicity was small
and negative in both systems at about −0.005± 0.002.
The U+U data in the top panels of Fig. 3 are com-

pared to the Glauber-xhard model (asssuming v2 =
ε2⟨v2⟩/⟨ε2⟩). The ZDC response was modeled by calcu-
lating the number of spectator neutrons from the Glauber
model (accounting for the charge to mass ratio of the
nucleus) and folding each neutron with the known ZDC
resolution for a single neutron. The Glauber-xhard model
significantly over-predicts the observed slope for U+U.
This indicates that the variation in multiplicity between
tip-tip collisions and body-body collisions is smaller than
anticipated if multiplicity has a significant contribution
proportional to Nbin. Given this failure, we investigate
two alternatives with no explicit Nbin dependence: a
constituent-quark Glauber model (Glauber-CQ) [18, 19]
and the IP-Glasma model [17] based on gluon satura-
tion [16]. The Glauber-CQ model neglects Nbin and
counts the number of participating constitutent quarks
NCQ with each nucleon being treated as three constituent
quarks distributed according to ρ = ρ0 exp(−ar) with
a = 4.27 fm−1 [19]. This model with σqq = 9.36 mb pro-
vides a good description of transverse energy and multi-
plicity distributions at RHIC [19] and a better descrip-
tion of v2 fluctuations than a nucleon based Glauber
model [24]. In our simulation, for each NCQ, we sample
an NBD with parameters tuned to match the distribu-
tions from p+p [25] and Au+Au at 200 GeV (n = 0.76,
and k = 0.34 for |η| < 0.5 and n = 2.9 and k = 0.86 for
|η| < 1). For both Glauber models we use two sets of pa-
rameters for the nuclear geometry, one corresponding to
the more commonly used values [29] (dashed lines) and
the new parameters proposed in Ref. [30] (solid lines).
The effect of the different parameter sets is small. The
IP-Glasma and Glauber-CQ model are also compared to
the Au+Au data (Glauber-xhard is left off for clarity) but
because of significant uncertainty in the actual shape of
a Au nucleus, it is difficult to draw conclusions from this
comparison.
In U+U collisions, both the IP-Glasma model and the

Glauber-CQ model predict slopes closer to the data. In
the Glauber-CQ model, even though there is no depen-
dence on Nbin, the average number of quarks struck in
a nucleon (NCQ/Npart) is larger in tip-tip than in body-
body collisions so that tip-tip collisions create more mul-
tiplicity. This leads to a strong anti-correlation between
NCQ/Npart and ε2 which in turn translates into a nega-
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Improved Glauber Models
Modification of Glauber : additional coherence to be introduced  
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Initial condition from the shadowed Glauber model

Sandeep Chatterjee,∗ Sushant K. Singh,† Snigdha Ghosh, Md Hasanujjaman, Jane Alam, and Sourav Sarkar
Theoretical Physics Division, Variable Energy Cyclotron Centre, 1/AF Bidhannagar, Kolkata, 700064, India

Abstract
The two component Monte-Carlo Glauber model predicts a knee-like structure in the centrality dependence of elliptic flow

v2 in Uranium+Uranium collisions at
√

sNN = 193 GeV. It also produces a strong anti-correlation between v2 and dNch/dy in
the case of top ZDC events. However, none of these features have been observed in data. We address these discrepancies by
including the effect of nucleon shadowing to the two component Monte-Carlo Glauber model. Apart from addressing successfully
the above issues, we find that the nucleon shadow suppresses the event by event fluctuation of various quantities, e.g. ε2 which
is in accordance with expectation from the dynamical models of initial condition based on gluon saturation physics.

One of the major challenges in heavy ion collision
(HIC) experiments is to comprehend the initial condi-
tion (IC). This is an essential requirement to extract cru-
cial physical properties of the quark gluon plasma (QGP)
phase e.g. the equation of state, the transport coeffi-
cients, etc. Studies suggest that the largest uncertainties
on the extracted value of the ratio of the shear viscos-
ity over entropy density arise from the ignorance of the
IC [1].
Currently, two types of IC models are available. The

first is the Monte-Carlo Glauber model (MCGM), a ge-
ometry based model of the initial distribution of the en-
ergy deposited in the transverse plane (with respect to
the beam axis) [2–5]. The dynamical input is restricted to
the constant nucleon-nucleon cross section σNN at given
beam energy. This simple model has been fairly suc-
cessful in providing the centrality dependence of various
global observables. The second type of models which at-
tempt to generate ICs are based on QCD [6–9]. A few of
the recent successful approaches are color glass conden-
sate based IP-Glasma model [10] and NLO pQCD and
gluon saturation based EKRT model [11].
The recent data from STAR on U+U [12] and LHC on

Pb+Pb [13, 14] have rung the death bell for the MCGM.
The prolate shape of the U nucleus implies a knee-like
structure in the centrality dependence of elliptic flow
v2 [15, 16]. For the same reason, a strong anti-correlation
is expected between v2 and multiplicity in the top zero
degree calorimeter (ZDC) events [17]. However, none of
these unique predictions of the two-component MCGM
were seen in the data [12]. Moreover, MCGM predicts
a broader event by event (E/E) distribution of flow ob-
servables vn than seen in experiments [10, 11]. These
observations tend to rule out the two component MCGM
as a viable candidate to provide IC in HIC. On the other
hand, the predictions from the dynamical models are in
agreement with data [10, 11]. There have been several at-
tempts to revive the Glauber model. The absence of knee

∗ sandeepc@vecc.gov.in
† sushantsk@vecc.gov.in

FIG. 1. The relative weight factors of each participant for
energy deposition in the shMCGM (left) vs MCGM (right)
for the simple case of collision between two rows with NA

(right going) and NB (left going) number of nucleons in each.

in the centrality dependence of v2 in U+U could be ex-
plained by introducing fluctuating weight factors for the
energy depositing sources [18]. The constituent quark
model using wounded constituent quarks as sources for
energy deposition is in agreement with the U+U data on
v2 [12, 19, 20]. In Ref. [21], the simple two component
scheme was replaced by a reduced nuclear thickness func-
tion that yielded results in better agreement with data.
The simplicity of the two component MCGM approach is
appealing as well as computationally cheap to implement.
Therefore, it is an interesting question to ask whether to
give up this geometrical idea altogether is the only way
to make peace with the current data.

In the Eikonal limit the collisions of nucleon rows form
the basis of MCGM. Fig. 1 illustrates such a scenario. As
shown in the right hand side of Fig. 1, we note that in a
MCGM approach all the nucleons that contribute to en-
ergy deposition are treated democratically and hence re-
ceive the same relative weight for energy deposition. Here
we modify this approach by not treating all the partici-
pants and binary collisions identically - the contribution
to energy deposition by nucleons seated deep inside the
nucleus is shadowed by those leading in front. We call this
the shadowed Monte Carlo Glauber Model (shMCGM).
We use a simple suppression factor S (n,λ) for the con-
tribution from a nucleon which finds n other participants
from the same nucleus ahead of it

S (n,λ) = e−nλ (1)

where λ is a phenomenological parameter that is to be
extracted from experiments. The modified weight factors
in case of shMCGM in the simple case of a row on row

1

TRENTO Quark-Glauber Shadowed Glauber

Normal GlauberShadowed Glauber
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EKRT : pQCD (shadowing) + saturation 

Geometry pQCD 
+nPDF 

saturation

NLO pQCD cross section of mini-jets with nPDF 

 Implementation of saturation when 2 → 2 ~ 2 →3

Very successful phenomenology at RHIC and LHC

Time evolution → Bjorken like expansion

dET (p0,
√
s,∆y, s,b)

d2s
= TA(s+ b/2)TA(s− b/2)σ⟨ET ⟩p0,∆y

Niemi, Eskola, Paatelainen 1505.02677
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Event-by-event baryon- and entropy density

8

Deposit entropy density (fluctuating with NBD) between the 
collided constituent quarks using a Gaussian profile in the 
transverse plane and a constant distribution (with Gaussian 
edges) in rapidity 
!

�
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]
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baryon density 

3D initial conditions

Breaking of boost-invariance → due to longitudinal fluctuations 
 →  twist, torque, event-plane de-correlation  

Event-by-event baryon- and entropy density

8

Deposit entropy density (fluctuating with NBD) between the 
collided constituent quarks using a Gaussian profile in the 
transverse plane and a constant distribution (with Gaussian 
edges) in rapidity 
!

�
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energy density
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]
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ηx

Schenke, Schlichting  1605.07158Schenke, Monnai  1509.04103

3D initial state → More important at lower energies

3D-Glauber (LeXUS + Glauber) 3D-Glasma (JIMWLK + IP-Glasma)
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Holographic initial conditions 

NEW: COLLISION WITH A CONSERVED CHARGE

4/
17

• Same set-up, but include Maxwell field

J. Casalderrey-Solana, D. Mateos, WS and M Triana, Holographic heavy ion collisions with baryon charge (to appear)

Wilke van der Schee, MIT

MUSIC RESULTS, RHIC
Particle spectra in longitudinal direction:

Width comes out too narrow, rescaled initial energy by factor 6

Includes `dynamical cross-over’ (i.e. non-universal rapidity)

20
/1

7

Wilke van der Schee, MIT

Chesler, Kilbertus, Van der Schee 1507.02548, 
Van der Schee, Schenke 1507.08195,            
Van der Schee, Romatschke, Pratt 1307.2539

E(t) =
N2

c �4

2�2

�
1

(�t)4/3
� 2�0

(�t)2

�

Heller and Janik, hep-th/0703243

fig: W. Van der Schee QM’15

Use AdS/CFT correspondence & matching  
longitudinal profile of energy density 

collisions of two shocks

Generalized to lower energy, transverse structure introduced separately
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Initial state correlations

Initial State correlations

Momentum space correlations Position space correlations

Mini-jets, 
n-particle correlations

Eccentricity, 
Stress-Energy Tensor

Intrinsic Ridge Input to 
Hydro

Quan	Wang	 ISMD	2016	

2-Par5cle	Correla5ons	

•  Jet	contribu5on	
•  Ridge	

16	

1 

2 

trig 

assoc 

Δη	=	ηassoc	-	ηtrig	
Δϕ	= ϕassoc	-	ϕtrig	

•  Long	range	(Δη>2)	
•  Extract	flow	harmonics	
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Pre-equilibrium dynamics - Classical Yang-Mills 
can not lead to isotropization or thermalization 

Effective Kinetic Theory → ab initio approach 

3
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FIG. 1: Trajectories of runs with different initial conditions
ξ = 4 (Solid lines) and ξ = 10 (dahsed lines) and varying
coupling λ in a plane of mean occupancy (weighted by the
energy of particles) and anisotropy. The λ = 0 line corre-
sponds to classical field approximation. The violet dots refer
to the times in Fig. 2. The simulations at finite coupling reach
thermal equilibrium located at points indicated by the black
crosses.

RESULTS

We shall now apply EKT to simulate the prethermal
evolution of the expanding fireball created in a heavy-
ion collision. In saturation framework, the initial condi-
tion is typically described in terms of “gluon liberation
coefficient” c and mean transverse momentum ⟨pT ⟩/Qs

[26, 27]. The gluon liberation coefficient is proportional
to the total gluon multiplicity per unit rapidity

2dAτ

∫

d3p

(2π)3
f ≡

dNinit.g

d2x⊥dy
= c

dAQ2
s

πλ
(11)

after the classical fields have decohered and can be de-
scribed in terms of quasi-particles. Lappi [28] finds in
JIMWLK evolved MV model values relevant for heavy-
ion collisions relevant for LHC of roughly ⟨pT ⟩ ≈ 1.8Qs

and c ≈ 1.25 extracted at time Qsτ = 12 from a 2D
classical Yang-Mills simulation. By construction the dis-
tribution then has ⟨pz⟩ = 0. But it is has been noted [25]
that certain plasma instabilities will broaden the distri-
bution in pz in a time scale Qτ ∼ 1/ log2(λ−1). There-
fore, as a rough estimate of the initial condition we in-
stead take somewhat arbitrarily our initial condition at
the time Qτ = 1 to be

f(pz, pt) =
2

λ
Af0(pzξ/⟨pT ⟩, p⊥/⟨pT ⟩), (12)

f0(p̂z , p̂⊥) =
1

√

p̂2⊥ + p̂2z
e−2(p̂2

⊥
+p̂2

z
)/3, (13)

choosing A such that comoving energy density τϵ =
⟨pT ⟩dN/d2xdy is fixed. We then vary ξ = 4, 10 to quan-
tify our ignorance of the initial nonperturbative dynam-
ics.

Figure 1 displays a set of trajectories from simula-
tions with varying λ and ξ = 4, 10 on a plane of mean
occupancy (weighted by the energy of particles) and
anisotropy measured by the ratio of the transverse and
longitudinal pressures PT /PL. The line with λ = 0 cor-
responds to the classical field limit λ → 0 with fixed λf ,
which is obtained in EKT by including only the highest
power of f ’s in Eqs.(2,9). The classical field theory can
not thermalize and indeed instead it flows to a stationary
scaling solution. By performing classical Yang-Mills sim-
ulations Berges et. al have established that the scaling
solution can described by a scaling form of the distribu-
tion function [4],

f(pz, p⊥, τ) = (Qsτ)
−2/3fS((Qsτ)

1/3pz, p⊥), (14)

where fS is approximately constant as a function of time.
This behavior is demonstrated in Figure 2 where we plot
a section of rescaled distribution function fS measured
at various times as a function for p̃z ≡ (Qsτ)1/3pz at
fixed p⊥ following Berges et al.. Our results corroborate
that such a scaling solution exists at late times within the
classical approximation and we observe that the scaling
regime is reached after a time Qsτ ∼ 15.
Moving on to the finite but small coupling λ = 1, 0.5,

we see qualitative agreement with the parametric picture
of bottom-up thermalization of [10]: there are three dis-
tinct stages of evolution visible. In the first stage the
classical evolution drives the system more anisotrpic and
less occupied. Once the occupancies reach f ∼ 1, there
is a qualitative change in the dynamics of the system as
Bose enhancement is lost. This has the effect that an-
siotropy freezes but the system still continues to get more
dilute. Only in the last stage which is characterized by
a radiational break up of the particles at the scale Qs,
does the trajectory turn back and reach thermal equi-
librium, denoted by the black crosses in the Figure 1.
For larger values of coupling λ = 5.0, 10, these features
become however less pronounced and the system takes
more straight trajectory towards equilibrium. It should
be noted that for these values of λ the assumption of
p ≫ m is not satisfied and large NLO corrections are to
be expected.

Approach to hydrodynamics

We expect that late time evolution should be described
by relativistic hydrodynamics. Under flow with transla-
tional invariance along transverse directions and boost
invariance, the hydrodynamical relations read to second
order in gradients [29]

∂τ ϵ = −
4

3

ϵ

τ
+

Φ

τ
, (15)

∂τΦ = −
Φ

τΠ
+

4η

3τΠτ
−

4

3τ
Φ−

λ1

2τΠη2
Φ2, (16)

Approach to Isotropization /Thermalization

Arnold, Moore, Yaffe hep-ph/0209353 
Kurkela, Zhu 1506.06647 

hence, for weak coupling, lies far outside the temperature region in which color supercon-
ductivity occurs.

The remainder of this paper is organized as follows. Section II presents the structure
of the effective kinetic theory. The effective scattering amplitudes characterizing 2 ↔ 2
processes are discussed in section III. These quasiparticle scattering amplitudes depend
on medium-dependent self-energies, which are the subject of section IV. The appropriate
formulation of effective transition rates for near-collinear “1 ↔ 2” processes is described in
section V. Section VI discusses the validity of our effective kinetic theory at greater length,
including possible double counting problems in our effective collision terms, and potential
contributions of omitted scattering processes. We argue that neither of these concerns are an
issue. This section also examines the possible appearance of instabilities in soft (p ∼ meff)
modes of the gauge field, and briefly mentions open problems associated with extending our
effective kinetic theory beyond leading order. Two short appendices follow. One summarizes
simplifications to the formulas in the main text that can be made in the case of isotropic
distribution functions, and the other discusses the connection between the formulas for 1 ↔ 2
scattering presented in section V and the results for the total gluon emission rate discussed
in Ref. [8].

II. THE EFFECTIVE KINETIC THEORY

Our effective kinetic theory will include all 2 ↔ 2 processes as well as effective collinear
“1 ↔ 2” processes. The Boltzmann equations are,

(∂t + p̂ · ∇x) fs(x, p, t) = −C2↔2
s [f ] − C“1↔2”

s [f ], (2.1)

where the label s denotes the species of excitation (gluon, up-quark, up-antiquark, down-
quark, down-antiquark, etc.). Since we have assumed that distributions are not spin or color
polarized, we do not decorate distribution functions with any spin or color label. However it
should be understood that fs(x, p, t) represents the phase space density of a single helicity
and color state of type s quasiparticles.15

Schematically, the overall structure of our Boltzmann equations is similar to that outlined
by Baier, Mueller, Schiff, and Son [3] in their treatment of the late stages of their “bottom-
up” picture of thermalization in heavy ion collisions, but our formulation of the details of
the collision terms will be guided by our goal of providing a treatment which is complete
at leading order. As will be discussed below, this requires a consistent treatment of both
screening and LPM suppression of near-collinear processes.

15 Since our effective theory describes typical hard excitations, gluons are to be regarded has having only two

transverse polarizations. There is a longitudinal branch of the gluon dispersion relation in a hot plasma,

but the spectral density of longitudinal excitations is exponentially small for hard momenta. Hence, these

collective excitations may be completely ignored for our present purposes.
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Fig. 3. Classical evolution of the system. (Left) The time evolution of the components of energy momentum tensor from a simulation
initialized with CGC initial condition from [14]. At late times the system becomes ever more anisotropic (Right) Trajectories of clas-
sical simulations in the plane of anisotropy and occupancy with di↵erent initial conditions [15]. All the trajectories become eventually
more anisotropic and dilute irrespective of the details of the initial condition. The classical Yang-Mills theory never thermalizes or
isotropizes.

On the other hand, once the system becomes underoccupied, it is better described in terms of particle
degrees of freedoms and their kinetic theory. The expansion parameters of the kinetic theory description are
again the coupling constant itself, ↵s, but also the occupancies ↵s f . Therefore the e↵ective kinetic theory
can be used to describe systems that are underoccupied, and the description can be extended to occupancies
that are large but not non-perturbatively large f ⌧ 1/↵s, so that it can reach the thermal equilibrium but not
the CGC initial condition.

Neither of the descriptions, the classical field theory or the kinetic theory, can cover the whole time
evolution of the system from the overoccupied initial condition to thermal equilibrium. However, a strat-
egy where the early evolution is described by classical Yang-Mills theory and where the late approach to
hydrodynamics is dealt within kinetic theory, can indeed bring the overoccupied initial condition to thermal
equilibrium. In such strategy, the system must be passed from one set of degrees of freedom (the classi-
cal YM fields) to another (distribution functions of kinetic theory). This transfer is made possible by the
parametrically large region of overlapping validity of both description. Indeed for

1 � f � 1/↵s, (3)

both the CYM and the kinetic theory give a leading order accurate description of the non-equibrium system.
This region is denoted by the green area labelled “Both” in Fig. 1, where Fourier transforms of the classical
fields can be interpreted as particle distributions. Within this region, first evolving the gauge fields according
to the classical equations of motions and then Fourier transforming, is equivalent to first taking the Fourier
transform of the fields and then evolving the distribution function in kinetic theory up to corrections that are
O( f �2), and O(↵s f ).

A cartoon of the weak coupling strategy is displayed in Fig. 2. At early times when the occupancies are
non-perturbative f ⇠ 1/↵s the system is described in classical Yang-Mills theory. The classical evolution
will quickly dilute the system and render the occupancies perturbative f ⌧ 1/↵s . At any time ⌧EKT during
the window when the typical occupancies are large but perturbative 1 � f � 1/↵s, the system may be
passed to the kinetic theory description. As both descriptions are equivalent in this region, any residual
dependence on ⌧EKT is a higher order e↵ect. The subsequent evolution in EKT will then deviate from the
classical field evolution once the occupancies become close to unity f ⇠ 1 and eventually it will smoothly
and automatically asymptote to hydrodynamical evolution. At this point, the system may be passed at any
arbitrary time ⌧i to a hydrodynamical description.

There has been significant quantitative progress in understanding the di↵erent pieces of this jigsaw
puzzle, both on the classical Yang-Mills side as well as on the kinetic theory side. In the rest of this
contribution I will review some of this progress and point out how the di↵erent works relate to the strategy
outlined above.

Quasiparticle picture → Isotropization in weak coupling

Epelbaum, Gelis 1307.2214

http://arxiv.org/find/hep-ph/1/au:+Epelbaum_T/0/1/0/all/0/1
http://arxiv.org/find/hep-ph/1/au:+Gelis_F/0/1/0/all/0/1


54

Qualitative Picture : Small systems

low multiplicity events

mini-jets escape

high multiplicity events

mini-jets quenched

3

sensitive  
to non-equilibrium

FIG. 2. Illustration of long-range azimuthal correlations
in small systems, a slightly modified version of the figure
from [54].

Clearly the aforementioned examples illustrate that it
is important to consider both initial state momentum
space correlations and the response to the initial state
geometry due to final state e↵ects in order to describe
azimuthal correlations in small systems over a wide kine-
matic range. Our qualitative expectation is illustrated
in Fig. 2, where the azimuthal correlation strength due
to initial state and final state e↵ects is shown versus the
event multiplicity e.g. in p+p collisions for a fixed trans-
verse momentum range e.g. 1�3 GeV. Based on our
discussion we expect that in low multiplicity or min-bias
events the azimuthal correlations between 1�3 GeV par-
ticles are pre-dominantly due to back-to-back mini-jets
(peaked at �� = ⇡). With increasing event-multiplicity
the contribution from multi-parton processes, such as the
”Glasma graphs” (Sec. II C 3), becomes increasingly im-
portant resulting azimuthal correlations that has sym-
metric structure in relative azimuthal angle �� around
⇡/2. When increasing the multiplicities even further, fi-
nal state interactions in this transverse momentum re-
gion can no longer be neglected at some point and lead
to a depletion of initial state correlations. Even though
min-jets do not fully equilibrate yet, the system starts
to show a response to the initial state geometry, which
in this low opacity region is presumably dominated by
the path length dependence of the parton energy loss –
also referred to as parton escape mechanism [53]. Ulti-
mately, in the limit of very high multiplicities, mini-jets
are fully quenched resulting in the formation of a ther-
malized medium and the complete loss of initial state mo-
mentum space correlations. In this high opacity regime,
azimuthal correlations are dominated by the response to
initial geometry described by a hydrodynamic expansion
of a thermalized Quark-Gluon plasma.

One can attempt to further estimate the multiplicities
corresponding to the transitions from the initial state to
the final state dominated regime, exploiting recent theo-
retical progress in the understanding of the equilibration
process [55]. Since the equilibration time at weak cou-

pling corresponds to the time scale when a semi-hard
parton ⇠ Q

s

looses all its energy to form a soft thermal
bath, one naturally expects the cross-over from the initial
state to final state dominated regime to occur when the
associated equilibration time ⌧

eq

becomes comparable to
the system size R. Conversely, as long as ⌧

eq

� R typical
semi-hard partons escape without encountering signifi-
cant final state interactions, whereas for ⌧

eq

⌧ R semi-
hard partons are fully quenched, equilibrium is reached
early on and the dynamics is dominated by the subse-
quent hydrodynamic expansion. Based on the estimate of

the equilibration time Q
s

⌧
eq

' 10(⌘/s)4/3
Teq

(g2N
c

)1/3 ' 10

for (⌘/s)
Teq ' 5/4⇡ at realistic coupling g2N

c

' 10
[56, 57] and the multiplicity dN/dy ' ⇠Q2

s

⇡R2 with
⇠ ' 1/4 [58] we obtain that

⌧
eq

R
'

s
100

dN/dy
, (1)

corresponding to a cross-over at around dN/dy ⇠ 100,
which in fact is much larger than the min-bias multi-
plicities reached in p + p or p + Pb collisions [59]. We
caution however that the estimate in Eq. (1) is inferred
from leading order weak-coupling calculations and should
only serve as a ballpark figure.
Beyond simple analytic estimates probably a promis-

ing alternative approach is to directly attempt an ex-
traction of the boundaries between the di↵erent regimes
through detailed comparisons of theory and experiment.
While a first principle theoretical description is compli-
cated throughout most of the multiplicity regimes shown
in Fig. 2, significant theoretical progress has been made
in understanding the features of initial state correlations
in the regime where final state e↵ects can be neglected.
In the following we will review the theoretical computa-
tion of initial state correlations in the Color-Glass Con-
densate (CGC) e↵ective field theory of high-energy QCD
and critically access to what extent these calculations are
compatible with the experimental observations.

II. MULTI-PARTICLE PRODUCTION IN THE
CGC FRAMEWORK

A. High multiplicity events

Experimental observation suggest that long-range
ridge like correlations in small colliding systems appear
only in high multiplicity events. Before we turn to a
more detailed discussion of possible mechanisms to pro-
duce such correlations, a first necessary step is to under-
stand the origin of high multiplicity events that populate
the long tail of experimental multiplicity distributions.
Considering the most elementary case of p+p collisions,
high multiplicity events are a consequence of three major
sources of fluctuations

1) geometry of collisions

Schlichting's Phase Diagram of Correlation
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When does the final state take over ?

low multiplicity events

mini-jets escape

high multiplicity events

mini-jets quenched

3

sensitive  
to non-equilibrium

FIG. 2. Illustration of long-range azimuthal correlations
in small systems, a slightly modified version of the figure
from [54].

Clearly the aforementioned examples illustrate that it
is important to consider both initial state momentum
space correlations and the response to the initial state
geometry due to final state e↵ects in order to describe
azimuthal correlations in small systems over a wide kine-
matic range. Our qualitative expectation is illustrated
in Fig. 2, where the azimuthal correlation strength due
to initial state and final state e↵ects is shown versus the
event multiplicity e.g. in p+p collisions for a fixed trans-
verse momentum range e.g. 1�3 GeV. Based on our
discussion we expect that in low multiplicity or min-bias
events the azimuthal correlations between 1�3 GeV par-
ticles are pre-dominantly due to back-to-back mini-jets
(peaked at �� = ⇡). With increasing event-multiplicity
the contribution from multi-parton processes, such as the
”Glasma graphs” (Sec. II C 3), becomes increasingly im-
portant resulting azimuthal correlations that has sym-
metric structure in relative azimuthal angle �� around
⇡/2. When increasing the multiplicities even further, fi-
nal state interactions in this transverse momentum re-
gion can no longer be neglected at some point and lead
to a depletion of initial state correlations. Even though
min-jets do not fully equilibrate yet, the system starts
to show a response to the initial state geometry, which
in this low opacity region is presumably dominated by
the path length dependence of the parton energy loss –
also referred to as parton escape mechanism [53]. Ulti-
mately, in the limit of very high multiplicities, mini-jets
are fully quenched resulting in the formation of a ther-
malized medium and the complete loss of initial state mo-
mentum space correlations. In this high opacity regime,
azimuthal correlations are dominated by the response to
initial geometry described by a hydrodynamic expansion
of a thermalized Quark-Gluon plasma.

One can attempt to further estimate the multiplicities
corresponding to the transitions from the initial state to
the final state dominated regime, exploiting recent theo-
retical progress in the understanding of the equilibration
process [55]. Since the equilibration time at weak cou-

pling corresponds to the time scale when a semi-hard
parton ⇠ Q
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which in fact is much larger than the min-bias multi-
plicities reached in p + p or p + Pb collisions [59]. We
caution however that the estimate in Eq. (1) is inferred
from leading order weak-coupling calculations and should
only serve as a ballpark figure.
Beyond simple analytic estimates probably a promis-

ing alternative approach is to directly attempt an ex-
traction of the boundaries between the di↵erent regimes
through detailed comparisons of theory and experiment.
While a first principle theoretical description is compli-
cated throughout most of the multiplicity regimes shown
in Fig. 2, significant theoretical progress has been made
in understanding the features of initial state correlations
in the regime where final state e↵ects can be neglected.
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and critically access to what extent these calculations are
compatible with the experimental observations.
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ridge like correlations in small colliding systems appear
only in high multiplicity events. Before we turn to a
more detailed discussion of possible mechanisms to pro-
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sources of fluctuations
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FIG. 2. Illustration of long-range azimuthal correlations
in small systems, a slightly modified version of the figure
from [54].

Clearly the aforementioned examples illustrate that it
is important to consider both initial state momentum
space correlations and the response to the initial state
geometry due to final state e↵ects in order to describe
azimuthal correlations in small systems over a wide kine-
matic range. Our qualitative expectation is illustrated
in Fig. 2, where the azimuthal correlation strength due
to initial state and final state e↵ects is shown versus the
event multiplicity e.g. in p+p collisions for a fixed trans-
verse momentum range e.g. 1�3 GeV. Based on our
discussion we expect that in low multiplicity or min-bias
events the azimuthal correlations between 1�3 GeV par-
ticles are pre-dominantly due to back-to-back mini-jets
(peaked at �� = ⇡). With increasing event-multiplicity
the contribution from multi-parton processes, such as the
”Glasma graphs” (Sec. II C 3), becomes increasingly im-
portant resulting azimuthal correlations that has sym-
metric structure in relative azimuthal angle �� around
⇡/2. When increasing the multiplicities even further, fi-
nal state interactions in this transverse momentum re-
gion can no longer be neglected at some point and lead
to a depletion of initial state correlations. Even though
min-jets do not fully equilibrate yet, the system starts
to show a response to the initial state geometry, which
in this low opacity region is presumably dominated by
the path length dependence of the parton energy loss –
also referred to as parton escape mechanism [53]. Ulti-
mately, in the limit of very high multiplicities, mini-jets
are fully quenched resulting in the formation of a ther-
malized medium and the complete loss of initial state mo-
mentum space correlations. In this high opacity regime,
azimuthal correlations are dominated by the response to
initial geometry described by a hydrodynamic expansion
of a thermalized Quark-Gluon plasma.

One can attempt to further estimate the multiplicities
corresponding to the transitions from the initial state to
the final state dominated regime, exploiting recent theo-
retical progress in the understanding of the equilibration
process [55]. Since the equilibration time at weak cou-

pling corresponds to the time scale when a semi-hard
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s

looses all its energy to form a soft thermal
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which in fact is much larger than the min-bias multi-
plicities reached in p + p or p + Pb collisions [59]. We
caution however that the estimate in Eq. (1) is inferred
from leading order weak-coupling calculations and should
only serve as a ballpark figure.
Beyond simple analytic estimates probably a promis-

ing alternative approach is to directly attempt an ex-
traction of the boundaries between the di↵erent regimes
through detailed comparisons of theory and experiment.
While a first principle theoretical description is compli-
cated throughout most of the multiplicity regimes shown
in Fig. 2, significant theoretical progress has been made
in understanding the features of initial state correlations
in the regime where final state e↵ects can be neglected.
In the following we will review the theoretical computa-
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densate (CGC) e↵ective field theory of high-energy QCD
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is important to consider both initial state momentum
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matic range. Our qualitative expectation is illustrated
in Fig. 2, where the azimuthal correlation strength due
to initial state and final state e↵ects is shown versus the
event multiplicity e.g. in p+p collisions for a fixed trans-
verse momentum range e.g. 1�3 GeV. Based on our
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gion can no longer be neglected at some point and lead
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retical progress in the understanding of the equilibration
process [55]. Since the equilibration time at weak cou-

pling corresponds to the time scale when a semi-hard
parton ⇠ Q

s

looses all its energy to form a soft thermal
bath, one naturally expects the cross-over from the initial
state to final state dominated regime to occur when the
associated equilibration time ⌧

eq

becomes comparable to
the system size R. Conversely, as long as ⌧

eq

� R typical
semi-hard partons escape without encountering signifi-
cant final state interactions, whereas for ⌧

eq

⌧ R semi-
hard partons are fully quenched, equilibrium is reached
early on and the dynamics is dominated by the subse-
quent hydrodynamic expansion. Based on the estimate of

the equilibration time Q
s

⌧
eq

' 10(⌘/s)4/3
Teq

(g2N
c

)1/3 ' 10

for (⌘/s)
Teq ' 5/4⇡ at realistic coupling g2N

c

' 10
[56, 57] and the multiplicity dN/dy ' ⇠Q2

s

⇡R2 with
⇠ ' 1/4 [58] we obtain that

⌧
eq

R
'

s
100

dN/dy
, (1)

corresponding to a cross-over at around dN/dy ⇠ 100,
which in fact is much larger than the min-bias multi-
plicities reached in p + p or p + Pb collisions [59]. We
caution however that the estimate in Eq. (1) is inferred
from leading order weak-coupling calculations and should
only serve as a ballpark figure.
Beyond simple analytic estimates probably a promis-

ing alternative approach is to directly attempt an ex-
traction of the boundaries between the di↵erent regimes
through detailed comparisons of theory and experiment.
While a first principle theoretical description is compli-
cated throughout most of the multiplicity regimes shown
in Fig. 2, significant theoretical progress has been made
in understanding the features of initial state correlations
in the regime where final state e↵ects can be neglected.
In the following we will review the theoretical computa-
tion of initial state correlations in the Color-Glass Con-
densate (CGC) e↵ective field theory of high-energy QCD
and critically access to what extent these calculations are
compatible with the experimental observations.

II. MULTI-PARTICLE PRODUCTION IN THE
CGC FRAMEWORK

A. High multiplicity events

Experimental observation suggest that long-range
ridge like correlations in small colliding systems appear
only in high multiplicity events. Before we turn to a
more detailed discussion of possible mechanisms to pro-
duce such correlations, a first necessary step is to under-
stand the origin of high multiplicity events that populate
the long tail of experimental multiplicity distributions.
Considering the most elementary case of p+p collisions,
high multiplicity events are a consequence of three major
sources of fluctuations

1) geometry of collisions

3

sensitive  
to non-equilibrium

FIG. 2. Illustration of long-range azimuthal correlations
in small systems, a slightly modified version of the figure
from [54].

Clearly the aforementioned examples illustrate that it
is important to consider both initial state momentum
space correlations and the response to the initial state
geometry due to final state e↵ects in order to describe
azimuthal correlations in small systems over a wide kine-
matic range. Our qualitative expectation is illustrated
in Fig. 2, where the azimuthal correlation strength due
to initial state and final state e↵ects is shown versus the
event multiplicity e.g. in p+p collisions for a fixed trans-
verse momentum range e.g. 1�3 GeV. Based on our
discussion we expect that in low multiplicity or min-bias
events the azimuthal correlations between 1�3 GeV par-
ticles are pre-dominantly due to back-to-back mini-jets
(peaked at �� = ⇡). With increasing event-multiplicity
the contribution from multi-parton processes, such as the
”Glasma graphs” (Sec. II C 3), becomes increasingly im-
portant resulting azimuthal correlations that has sym-
metric structure in relative azimuthal angle �� around
⇡/2. When increasing the multiplicities even further, fi-
nal state interactions in this transverse momentum re-
gion can no longer be neglected at some point and lead
to a depletion of initial state correlations. Even though
min-jets do not fully equilibrate yet, the system starts
to show a response to the initial state geometry, which
in this low opacity region is presumably dominated by
the path length dependence of the parton energy loss –
also referred to as parton escape mechanism [53]. Ulti-
mately, in the limit of very high multiplicities, mini-jets
are fully quenched resulting in the formation of a ther-
malized medium and the complete loss of initial state mo-
mentum space correlations. In this high opacity regime,
azimuthal correlations are dominated by the response to
initial geometry described by a hydrodynamic expansion
of a thermalized Quark-Gluon plasma.

One can attempt to further estimate the multiplicities
corresponding to the transitions from the initial state to
the final state dominated regime, exploiting recent theo-
retical progress in the understanding of the equilibration
process [55]. Since the equilibration time at weak cou-

pling corresponds to the time scale when a semi-hard
parton ⇠ Q

s

looses all its energy to form a soft thermal
bath, one naturally expects the cross-over from the initial
state to final state dominated regime to occur when the
associated equilibration time ⌧

eq

becomes comparable to
the system size R. Conversely, as long as ⌧

eq

� R typical
semi-hard partons escape without encountering signifi-
cant final state interactions, whereas for ⌧

eq

⌧ R semi-
hard partons are fully quenched, equilibrium is reached
early on and the dynamics is dominated by the subse-
quent hydrodynamic expansion. Based on the estimate of

the equilibration time Q
s

⌧
eq

' 10(⌘/s)4/3
Teq

(g2N
c

)1/3 ' 10

for (⌘/s)
Teq ' 5/4⇡ at realistic coupling g2N

c

' 10
[56, 57] and the multiplicity dN/dy ' ⇠Q2

s

⇡R2 with
⇠ ' 1/4 [58] we obtain that

⌧
eq

R
'

s
100

dN/dy
, (1)

corresponding to a cross-over at around dN/dy ⇠ 100,
which in fact is much larger than the min-bias multi-
plicities reached in p + p or p + Pb collisions [59]. We
caution however that the estimate in Eq. (1) is inferred
from leading order weak-coupling calculations and should
only serve as a ballpark figure.
Beyond simple analytic estimates probably a promis-

ing alternative approach is to directly attempt an ex-
traction of the boundaries between the di↵erent regimes
through detailed comparisons of theory and experiment.
While a first principle theoretical description is compli-
cated throughout most of the multiplicity regimes shown
in Fig. 2, significant theoretical progress has been made
in understanding the features of initial state correlations
in the regime where final state e↵ects can be neglected.
In the following we will review the theoretical computa-
tion of initial state correlations in the Color-Glass Con-
densate (CGC) e↵ective field theory of high-energy QCD
and critically access to what extent these calculations are
compatible with the experimental observations.

II. MULTI-PARTICLE PRODUCTION IN THE
CGC FRAMEWORK

A. High multiplicity events

Experimental observation suggest that long-range
ridge like correlations in small colliding systems appear
only in high multiplicity events. Before we turn to a
more detailed discussion of possible mechanisms to pro-
duce such correlations, a first necessary step is to under-
stand the origin of high multiplicity events that populate
the long tail of experimental multiplicity distributions.
Considering the most elementary case of p+p collisions,
high multiplicity events are a consequence of three major
sources of fluctuations

1) geometry of collisions

Equilibration time ~ system size

Number density

Kurkela, Zhu 1506.06647

Schlichting, PT under preparation 
Teaney IS’2016 

dN/dy~ 100 

http://arxiv.org/find/hep-ph/1/au:+Kurkela_A/0/1/0/all/0/1
http://arxiv.org/find/hep-ph/1/au:+Zhu_Y/0/1/0/all/0/1
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Summary

Understanding Initial state from a first principle approach is essential 

Data in small systems provide unique opportunities and challenges  

Understanding of isotropization will improve complete modeling of HICs
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A list of models of initial conditions

Kharzeev, Levin, Nardi, hep-ph/0111315, Drescher, Nara 0707.0249  

︎KLN model, f-KLN, MC-KLN:  
k⊥-factorization (dilute-dense approximation) with UGDs dependent 
on Npart
Albacete, Dumitru 1011.5161  

MC-rcBK: Monte-Carlo implementation of k⊥-factorization with rc-BK 
UGDs constrained by HERA-data.  

Schenke, PT, Venugopalan 1202.6646  

IP-Glasma : IP-Sat initial condition (constrained by HERA data) and 
solutions of Classical Yang-Mill equations. 

Q2
S(x⊥) ∝ Npart(x⊥)


