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Two approaches 

•  Two approaches to Pile-Up Digitization 
currently available in ATLAS: 

– Algorithm approach prioritizes less I/O at the 
expense of higher memory (not feasible at higher 
mu values). 

– PileUpTools approach prioritizes lower memory 
at the expense of more I/O (current production 
default and nemesis of grid-sysadmins 
worldwide). 
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I/O load from Pile Up Digi jobs 

Slide from David Smith 



Core Digitization Code 

• Most code is common to the two approaches. 
The main differences are when background 
event hit collection are read-in and dropped 
from the job. Will come back to this. 

• First we should look at the core pile-up digi 
code. 

• Digitization uses a similar “few Algs, many 
Tools” design, similar to simulation. 

• Digitization uses its own Event Loop Manger: 
PileUpEventLoopMgr (inherits from 
AthenaEventLoopMgr). 
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PileUpEventLoopMgr 

• In addition to the standard stuff, 
PileUpEventLoopMgr is responsible for creating 
the PileUpEventInfo object (pre R21) or the 
xAOD::EventInfo object (R21 onwards). This 
contains all the information about which 
background events are to be used with the 
current signal event. 

• Background event rules: 
– Avoid re-using the same background events for a 

given signal event. 
– Avoid re-using high pT events within a dataset. 
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Bank of Bkg Events (I) 
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StoreGate 



Bank of Bkg Events (II) 

• In order to ensure randomisation of background 
digitization jobs have to have a large enough a 
bank of background events. E.g. for <mu>=40 
then the bank size is 1797 events. (Tuned to be 
as small as possible while still containing 
sufficient events to cover variations in mu.) 

• Each entry in this bank has an input stream 
object and an instance of StoreGateSvc. (Can we 
drop the INFO level messages from StoreGateSvc 
initialize and finalize please…) 
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Bank of Bkg Events (III) 

• In the Algorithm approach, each time a 
background stream is picked there is a 1/150 
(tunable) chance that the event it contains 
will be dropped and replaced with a new 
one.  

• Not clear how we would deal with multiple 
events in flight in this case.  

• AthenaMP has a separate bank of events per 
process (effectively). 
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Bank of Bkg Events (IV) 
• In the PileUpTools approach each time a background 

stream is used the event it contains will be dropped 
after being used. 

• PileUpToolsAlg::execute()  
– Call IPileUpTool::prepareEvent() for all PileUpTools. 
– loops over the bunch-crossings for each signal event.  

• All the background events associated with a given bunch-crossing 
are passed to all interested PileUpTools for processing. 

• StoreGateSvc::clearStore() is called for all StoreGateSvc instances 
used in the current bunch-crossing. 

– Call IPileUpTool::mergeEvent() for all PileUpTools. 

• Seems unlikely that these StoreGateSvc instances can 
be shared between threads in an MT environment 
with multiple events in flight. 
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Threads For Sub-detector Tools? 

• Digitization of each sub-detector is orthogonal. 

• In fact, Digitization of each module of each sub-
detector is orthogonal. 

• Large potential for sub-event parallelism, at 
least at the sub-detector level in this loop over 
bunch-crossings and possibly at the module 
level. 

• Different level to what is being discussed for 
reco though? 
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Other things to watch out for 

• PileUpTools are currently public tools (mostly 
easy enough to make them private). 

• PileUpTools cache information during this 
loop over bunch-crossings. Not a problem if 
they are private tools? 
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IBeamIntensity Services 

• Provides the relative beam intensity as a 
function of the bunch crossing. 
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Changes internal 
state of Svc. 
Called once per 
signal event. 



IBeamLuminosity Services 

• Allows the beam luminosity to be scaled as a 
function of the run and lumiblock. 
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Changes internal 
state of Svc 
(unnecessarily). 
Called once per 
signal event. 
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Other Approaches 

• Fast Digitization (ID only so far). (CPU and I/O 
reduction at the expense of accuracy?) 

– Initially only deals with in-time pile-up.  

• On the fly-pile-up generation in the Fast Chain. 
(I/O reduction at the expense of CPU) 

– Only feasible for in-time pile-up. 

• Calo only out-of-time pile-up. (reduced I/O) 

• Pre-mixing background events. (reduced I/O? 
(TBD) at the expense of decreased randomness) 
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HepMcParticleLink Migration 
https://its.cern.ch/jira/browse/ATLASSIM-2430 
(Olivier Arnaez) 
• Target Release: 20.20.4 
• Aim 

• Extend the HepMcParticleLink class to allow it to point to multiple 
McEventCollections.  

• Impact on sub-system code: 
• SimHits now have constructors which take HepMcParticleLinks as 

arguments, rather than just using the barcode (which is ambiguous in 
the case of multiple GenEvents/McEventCollections). 

• Changes to how HepMcParticleLinks are created in sub-detector 
digitization packages. Prefer to use copy-constructors rather than 
constructor taking eventId and barcode. 

• Not backwards compatible.  
• In this case code will compile against older releases, but behaviour may be 

altered. 
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xAOD::EventInfo Migration 
https://its.cern.ch/jira/browse/ATLASSIM-2122 
(Iain, Attila, JC) 
• Target Release: 21.X.Y? 22? 
• Aim 

• Replace all usage of PileUpEventInfo with xAOD::EventInfo. 

• Status 
• PileUpTools now all use xAOD::EventInfo. 
• Core Digitization code reads in EventInfo objects and builds a 

PileUpEventInfo object which is then converted into an 
xAOD::EventInfo object for use elsewhere. 

• Next steps 
• Tweak TP Converters to convert persistent EventInfo objects into 

transient xAOD::EventInfo objects. 
• Migrate core digitization code to use xAOD::EventInfo internally 

(done, but untested). 
• Migrate reconstruction, simulation and generation. 
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Code Clean-up 
• Core digi effort to go through PileUpTools to try 

to clean up old syntax/fix warnings etc. 
– Good progress. 

– Hampered by sub-system developers committing 
junk to the trunk. 
• Balance to be struck between lack of manpower and lack of 

understanding of workflows. 

• Issues with ownership of packages in some sub-systems. 

• Clean-up of code using things like short-lived 
heap allocations to pick targets. 
– More interest from sub-system developers in fixing 

these. 
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Profiling Digitization 

• Next few slides show profiling of Digitization 
done by Hass Abouzeid, previously shown in 
the simulation group meeting: 
(https://indico.cern.ch/event/512371/) 
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Summary 

• Digitization code seems to be better suited to sub-
event parallelism rather than having multiple events 
in flight. 

• High I/O (the price we chose to avoid high memory) is 
definitely an issue now. 

• Huge number of services created, not clear that these 
can be shared between threads. 

• Alternative approaches being tested. 
• HepMCParticleLink and xAOD::EventInfo migrations 

on-going. 
• Code clean-up on-going 
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IPileUpTool 
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IBkgStreamsCache 

07/06/2016 Digitization And MT 25 


