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Abstract

The results of beam- and irradiation tests preformed on a monolithic particle pixel detector in high-voltage CMOS technology

will be presented for the first time. All tested detectors are implemented in a 0.35 µm technology, they utilize high-voltage n-

well/p-substrate diodes as pixel sensors and rely on charge drift in diode depletion layers as the main signal generating mechanism.

The detector prototype tested in the beam is a system on a chip that contains a 128 × 128 matrix with 21 × 21 µm2 large pixels,

source-follower based- rolling shutter readout and on-chip ADCs that digitize the signal amplitudes with 8-bit precision. Test beam

measurements have been performed using EUDET infrastructure. The measured MIP cluster signals are typically 2200 e, spatial

resolution approximately 7 µm (RMS), signal-to-noise ratio of a single pixel is 12.3 and detection efficiency more than 85%. To test

the radiation tolerance, several detector chips have been irradiated with neutrons up to 1014neq/ cm
2 and with x-rays up to 500 kGy

(50Mrad), they are still functional and the experimental results obtained with these chips will be presented as well.
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1. Introduction

A monolithic pixel detector in high-voltage (HV) CMOS

technology is a novel detector concept that has a few significant

differences compared to a standard MAPS. The HV CMOS de-

tector uses reverse biased (up to 120V) high-voltage n-well/p-

substrate diodes as charge collecting electrodes and relies on

drift in roughly 10 µm-thick diode depletion regions as the main

charge collection mechanism. This leads to relatively high MIP

signals (when compared to a standard MAPS) - typically 2200

electrons per cluster and an improved radiation tolerance. The

unique feature of the detector is placing of pixel electronics

inside the collecting electrode. This allows 100% fill factor.

Both PMOS and NMOS transistors can be placed inside the

collecting n-well using twin-well option. Since the charge col-

lection occurs in relatively thin depleted regions the detectors

can be thinned up to nearly 30 µm without significant signal

loss, which allows the construction of low-material particle de-

tectors. Last but not least, we believe that the detector con-

cept can benefit from the new developments in high-voltage

technologies that will for instance allow smaller-size transis-

tors. High-voltage technologies are being continuously devel-

oped and their long term availability is assured due to their ap-

plications in power management circuits for mobile phones, au-
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tomotive bus transceivers, printer head-, LCD display- and mo-

tor drivers as well as dataline drivers for high speed internet or

”Voice over IP”.

All HV CMOS monolithic detectors we designed [1] can be

classified into two following types:

Type A: The pixel electronics are as simple as possible and

allow solely selecting of pixel rows, analog rolling-shutter read-

out and use a source-follower as amplifier. Only PMOS transis-

tors are used inside pixels, which saves space and allows de-

sign of relatively small collecting n-well electrodes with low

detector capacitance (Cdet ∼ 10 fF). The advantages of type

A detectors are the small pixel size/capacitance and absence of

static current consumption. Typical type A detector in 0.35 µm

high-voltage CMOS technology has 21×21 µm2 pixel size, ma-

trix readout time of 50 µs and the analog power consumption

(mainly caused by the periphery circuits such as readout ADCs)

of 3.05 µW/pixel. Since type A detectors are the only available

HV CMOS detectors that allow the readout of signal ampli-

tudes, they are suitable for the investigations of signal genera-

tion, charge collection and sharing and other signal-related pa-

rameters. For this reason, we have chosen a type A detector for

the beam test.

Type B: The pixel electronics contain a charge sensitive am-

plifier with continuous reset, a discriminator, a threshold-tune

DAC and allow a fast trigger-based binary readout. Both PMOS

and NMOS transistors are used inside pixels. The advantages

of type B detectors are in-pixel signal processing (zero suppres-

sion), the possibility of signal rise time measurements and au-

tomated leakage current compensation. Pixel size and capac-

itance are larger than in the case of type A detectors (Cdet ∼
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100 fF − 200 fF), despite of that the noise values are relatively

low due to absence of pulsed reset and in-pixel noise-filtering

(typically ENC ∼ 60 e for 125 ns shaping time). Typical type

B detector in 0.35 µm HV CMOS technology has 50 × 50 µm2

pixel size, particle hit timing of 125 ns (limited by time-walk)

and an analog power consumption (mainly caused by the in-

pixel electronics) of 20 µW/pixel. Type B detector has the ad-

vantage over type A detector in terms of timing precision for a

given power consumption and can be a good choice for the ap-

plications where pixel sizes below 50 × 50 µm2 are not manda-

tory and the particle flux and pixel occupancy are high.

2. Type A Detector used in the Beam Tests

The detector used in the test beam measurements is the first

iteration of the demonstrator that should meet the typical re-

quirements for a microvertex detector; it is a system on a chip

that contains a 128 × 128 matrix (easily scalable to a larger

size, e.g. 512 × 512) with 21 × 21 µm2 large pixels arranged as

bricks, source-follower based- rolling shutter readout and on-

chip ADCs that digitize signal amplitudes with 8-bit precision.

The chip has digital outputs, which allows fast readout - typi-

cally 50 µs/matrix. Due to FPGA limitations, we have achieved

so far the readout of a half of the matrix in 82 µs.

2.1. Chip Architecture

Figure Fig. 1 shows the block schematic and the photograph

of the chip. The pixels are arranged as bricks in order to min-

imize the charge sharing. The transistor-level schematic, the

cross-section and the layout of four pixels are shown in Fig. 2.

Note that the spacing between n-wells is larger that the n-well

size itself. In the region between the n-wells, the effective thick-

ness of the depleted region seen by incident particles is larger

than underneath the n-wells and the electric field is radial.

The pixels are readout in the rolling-shutter mode. For this

purpose, a shift register is used to select the pixel row to be

readout. Only one row is selected at a time. The voltages stored

on the sensor diodes in the selected row are then transmitted

to the end-of-column circuitry via column readout lines. The

end-of-column electronics contain amplifiers, sample-and-hold

circuits, single-slope ADCs and the readout registers. The sen-

sor voltages are amplified, offsets can be subtracted, and analog

voltages digitized using 128 single-slope ADCs that operate in

parallel. The ADC codes are read out using eight LVDS output

links.

All analog parts of the chip are implemented using radiation-

hard layout techniques - all NMOS transistors are implemented

with annular gates and the guard rings are used to separate n+

regions having nonequal potentials.

The total power consumption of all analog circuits in all 128

channels is 42 mW. Since only one selected pixel-row conducts

DC current at a time, the static power consumption of the pixel

matrix is low - typically 8 mW. This gives the total power con-

sumption of the detector of 3.05 µW/pixel.
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Figure 1: Block schematic and photograph of the chip.
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Figure 2: Pixel schematic, cross-section and the layout of four pixels.
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2.2. Noise

The major drawback of the detector prototype is its relatively

high noise - the measured ENC is 90 e. This overall noise is

dominated by the noise of the end-of-column readout ampli-

fiers, not by the detector itself. (Due to non-optimal design, the

readout amplifiers are unstable under the nominal bias condi-

tions; by reducing the gain, stability can be restored, however

the result is a relatively high noise.) The second detector pro-

totype with optimized amplifier design is already in production

and we hope to reduce the overall noise by factor of two.

2.3. Test System

Since the detector chip has only digital outputs, it can be di-

rectly readout by the programmable digital chip - FPGA. The

processed data are sent to the data acquisition computer via

USB. The used system achieves the readout speed of up to 200

MBytes/s.

The pixel signals/voltages can be readout in two modi - the

frame mode and the zero suppressionmode. In the frame mode,

the entire frames received from the sensor chip are readout via

USB. In the zero suppression mode, only the coordinates of the

pixels with sufficiently high signal amplitudes are transmitted

by the FPGA.

3. Experimental Results

The beam measurements have been performed using EU-

DET infrastructure; that is a telescope based on MimoTEL chip

(CNRS-IHPC institute in Strasbourg, France), EUDAQ data ac-

quisition software and EUTel data analysis software. The mea-

surements have been carried out at DESY and CERN (SpS).

To summarize the results: we measure a most probable MIP

cluster signal of 2200 electrons, spatial resolution of approxi-

mately RMS = 7 µm, single pixel signal-to-noise ratio of 12.3

and detection efficiency of more than 85%.

3.1. MIP Signal

The MIP spectrum measured at CERN (120 GeV hadrons) is

shown in the left plot of Fig. 3. The most probable signal is in

the range from 1200 e (single pixel) to 2200 e (6-pixel cluster).

The measured S/N ratio varies from 12.3 (single pixel) to 9.8

(6-pixel cluster).

The right plot of Fig. 3 shows the comparison between the

most probable 60Co-beta and 120GeV-hadron signals. 60Co-

beta signals are higher by nearly 10% which can be expected

due to lower particle energy. The seed pixel collects about 50%

of the total signal. The next most significant pixel collects only

25% of the seed pixel signal. Cluster size is six pixels. Al-

though the gaps between n-wells are large, we measure just

moderate charge sharing.

The explanation for the rather low charge sharing can be the

following: The primary signal is generated in the depleted re-

gion and collected by drift; this signal portion is not shared be-

tween pixels, it is collected in the pixel nearest to the particle

hit point. The diffusion of the electrons generated in the non-

depleted bulk is the secondary signal mechanism. This signal is

shared between six neighboring pixels.
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Figure 3: Spectrum of 120GeV hadrons measured at CERN (left). Comparison

between the most probable 60Co-beta and 120GeV hadron signals (right).
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Figure 4: Detection efficiency and purity of the detector as function of the cho-

sen seed and cluster cut (left). Detection efficiency as function of the in-pixel

hit point (right).

3.2. Detection Efficiency

The left plot in Fig. 4 shows the detection efficiency and the

purity of the detector as function of the chosen seed- and cluster

cut. Efficiency is homogenous over the matrix area and satu-

rates at 86% for low seed/cluster thresholds. Efficiency is lower

than 100% probably due to timing issues. The readout of the

telescope and the DUT is not synchronous. The DUT integra-

tion (readout) time was 164 µs (half of the maximal speed) and

the telescope integration time was 800 µs. We observe a large

cluster and track multiplicity in the telescope planes due to high

beam intensity and long integration time. On the other hand

there is much lower cluster multiplicity in the DUT which can

be explained by shorter integration time. Therefore some of the

”out of time” particles that hit the telescope after the trigger mo-

ment and during the telescope readout are not seen by the DUT

since they arrive after the readout of the DUT is completed. Off-

line neglecting of all multiple track events increased efficiency

from 72% to 86%. Unfortunately, a part of the scintillator was

outside the telescope area. Sometimes a particle which is not

visible for the telescope triggers the readout. A certain number

of ”out of time tracks” can be then seen as the single tracks by

the telescope and they can not be distinguished from the real

in-time tracks and excluded in the off-line analysis.

3.3. Sub-Pixel Measurements

Excellent spatial resolution of the EUDET telescope allows

the investigation of DUT properties as function of the in-pixel

hit coordinate. We performed series of such in-pixel measure-

ments.

The right plot in Fig. 4 shows the detection efficiency as func-

tion of the in-pixel hit point. The efficiency is homogenous,

there are no particularly insensitive regions, e.g. between the

pixels. This result can be understood as a confirmation of the
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Figure 5: Comparison between the most probable 60Co-beta signals measured

with a not irradiated and irradiated chip (left). Spectrum of beta particles mea-

sured with the irradiated chip at 00 C (right).

assumption that the efficiency deficit is caused by the timing

issues and not by the detector-related insensitivity.

3.4. Spatial Resolution

Spatial resolutions in x and y direction are 7.3 µm and 8.6 µm

respectively (RMS of the residuals). The x-y difference is prob-

ably caused by the bricked pixel geometry, see Fig. 2. The spa-

tial resolution is not as good as in the case of a standard MAPS

due to lower charge sharing and weak CoG correction. The hit

point measured by the telescope (”fitted”) is sometimes outside

of the seed pixel. This mismatch worsens the spatial resolution

and occurs more probably when fitted point is near the pixel

boundary. The mismatch seems, however, not to be caused by

the electronic noise since the affected clusters almost always

have by far largest portion of the charge in the seed pixel. One

explanation for the seed pixel-hit point mismatch could be mul-

tiple scattering. The used PCB does not have an opening below

the sensor chip, moreover it contains 1.3mm long PCB vias

filled with copper underneath the chip. The multiple scatter-

ing through 1.3mm of copper could be enough to deflect the

particles by a few micrometers.

3.5. Irradiation with Neutrons and X-Rays

A few chips of type A and B have been irradiated with neu-

trons up to 1014neq/ cm
2 at Forschungsneutronenquelle Heinz

Maier-Leibnitz (FRM II), Technische Universität München,

Garching, Germany.

All measured chips are functional. The leakage current in-

creased typically from 350 fA pro pixel before irradiation to

130 pA pro pixel after irradiation (type A). The left plot of

Fig. 5 shows the most probable 60Co-beta signals measured by

a type A detector before and after irradiation. The most prob-

able signal after irradiation is in the range from 1000 e (single

pixel) to 1300 e (6-pixel cluster). The measurement has been

performed at 0˚C to reduce the leakage current. Before irra-

diation, we measured 1300 e (single pixel) to 2400 e (6-pixel

cluster). The right plot of Fig. 5 shows 60Co-beta spectra after

irradiation.

Fig. 6 shows 55Fe spectra measured with a type B test pixel.

The noise increased slightly after the irradiation. The increase

is measurable only at the room temperature (ENC at room tem-

perature equals 60 e after irradiation). Spectra show signif-

icantly lower number of low energy events after irradiation.
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Figure 6: 55Fe spectrum measured with an not irradiated and irradiated chip

(left). The same spectrum measured with the irradiated chip (right).

These events probably occur when the photons are absorbed in

the undepleted bulk regions, the signal charge is then partially

collected by diffusion. After neutron irradiation, the sensor bulk

is damaged and the charge collection by diffusion become in-

efficient. A test pixel of type B has been irradiated with x-rays

at the Institute of Experimental nuclear Physics (IEKP) of the

Karlsruhe Institut für Technologie (KIT), Karlsruhe, Germany,

up to 500 kGy (50Mrad). Before irradiation ENC was 70 e, im-

mediately after irradiation 300 e and after 3 days of annealing

at room temperature 130 e.

3.6. Conclusion

We presented the results of beam- and irradiation tests pre-

formed on monolithic particle pixel detectors in high-voltage

technology. Test beam measurements have been performed us-

ing EUDET infrastructure. The detector prototype used for

the test-beam measurement contains a 128 × 128 matrix with

21× 21 µm2 large pixels. The measured MIP cluster signals are

typically 2200 e, spatial resolution approximately 7 µm (RMS),

signal-to-noise ratio of a single pixel is 12.3 and detection ef-

ficiency more than 85%. The non ideal efficiency is proba-

bly caused by discrepancy between DUT and telescope readout

times in the case of large beam intensity. To test the radiation

tolerance, several detector chips of type A and B realized in

HV CMOS technology have been irradiated with neutrons up

to 1014neq/ cm
2 and with x-rays up to 500 kGy (50 Mrad).
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