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Abstract

In rare decays experiments afietive trigger is crucial to reduce both the quantity of datéten on tape and the bandwidth
requirements for the DAQ (Data Acquisition) system. A nieltel architecture is commonly used to achieve a higheragaiu
factor, exploiting dedicated custom hardware and flexibfeasre in standard computers. In this paper we discussdhsilpility

to use commercial video card processors (GPU) to build asafadtefective trigger system, both at hardware and software level.
The case of fast pattern matching in the RICH detector of thé2Nexperiment at CERN aiming at measuring the BranchingpRat
of the ultra rare decal{™ — x*vv is considered as use case although the versatility and gieroizability of this approach easily
allow exporting the concept tofiierent contexts.
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1. Introduction 2. The NA62 experiment

The NA62 experiment at the CERN SPS aims at measuring
0O(100)K* — x*yv events in two years of data taking, start-
ing in 2012. The Branching Ratio (BR) for this decay mode is

. . . : precisely predicted within the Standard Model (SM), withran
In recent years the interest in using the GPU (Graphics Prd;)educible error of few percent. This fact makes Kkie— n*vy

cessing Unit, the processor us_ed n sta}ndard yldeo cards f%rnique both as a powerful test of the CKM paradigm and as a
PCs) for general purpose applications is growing due to the

excellent performance shown infiirent fields of scientific prot_>e for new physics t_Jeyond the SM. Experimentally the de-
: ) . tection of this process is veryfilcult due to the smallness of
computing. In particular, the parallel architecture oftspco-

i i i 11
cessors, initially dedicated to image processing, is blétto Eg]e) s;gr;]galh(len trssgmethife;p;‘;tzd bBaI?:I:SrK()&un%nr;(a%r(ﬂr from
match the computing power requirements of many-body simi<+ 40 agd K+ gt (WitthR of 29070/ e{nd 653//
ulations or other problems in which massive computing is re- T Ky 0. >
quired. In the present generation a single GPU can provide urespectlvely). The present measurement of this decay ehann

to 1 Teraflop computing power with a memory bandwidth in% based on 7 candidates collected by E¥BY49 Brookhaven

i i — +1.3 10
excess of 100 GB. This computing power is obtained thanks experiments [3] leading to a value BR = (1'74*0-83) x 107,

to the diferent resources allocation in the GPU with respect tOGel\lV?fﬁr::ea ;'r);?g dt?]g;rtoﬁxgsglgegr:?am;l /aoﬁhkfggﬁg 5
the standard CPU: in the former more transistors are devoted P ’ 0 ’

computing with respect to process control. Several prsject will be produced from 400 Gef¢ protons from the SPS accel-

nputing pe process . Pre) erator. Diferently from previous experiments, NA62 will study
which a high computing capability is required employ cluste o . o . i
of PCs in which the computing load is shared between GPUthe decay in flight, in a fiducial region100 meters long, en

. nputing . : ﬁrely in vacuum in order to reduce secondary interactiosth b

and CPUs. In partlculfir in the field Of.h'gh energy phys!cs; € from decay products and primary beam. In fig. 1 a schematic
eral groups are pursuing the use of video cards for lattIC.@QC view of the experiment is shown. Background rejection and
computations [1]. The use of GPUs pre§ented herefﬁqrént. . signal identification will be based on the high-resolutiea r
we aim at employing the GPU for real-time decision in a trig-

er svstemn for hiah ener hysics experiments, studyiig bo construction of the decay kinematics: the four-momenta of
ger syst rhig dy physics exp >Nis, stuay both kaon and decay products will be measured with high
its use in a high-level software trigger and in a fixed-layenc

hardware trigger resolution (Gigatracker and Straws). The non-kinemdyical
‘ constrained background will be further identified usingitihe
As a first application we have studied the possibility of fastformation coming from the detectors used for particle ident
pattern recognition in the RICH counter of the NA62 experi-cation (RICH, CEDAR and MUV) and veto (LAV, LKr, IRC
ment using GPUs. In the following section the NA62 experi-and SAC). The NA62 RICH, in particular, must identify pions
ment and trigger will be briefly described, then GPUs andtheiand muons in the momentum range 15 Geié 35 GeVc, giv-
application in the experiment will be introduced. ing au suppression factor better than-%@vith good time res-
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resolution. The LO is based on the TELL1 [6] (developed by

nc EPFL for the LHCb experiment), a general purpose acquisitio
] b Tty board in which 5 FPGAs allow a fully customisable configura-
H e — s | tion. Thanks to a RAM of 384 MB, the TELL1 can store data in

~6% K

a first bufer stage, waiting for the trigger decision delivered to
the board through the CERN standard TTC [7] interface. The
‘ | S TELL1 board is going to be redesigned in order to use more
400 Gev iz | | e s performant FPGAs and larger, fasterfiieus. In the TELL1 up
e on i 1 RERENE LS to four daughter boards can be mounted. For the majorityeof th
Pdd 3 eIk detectors in NA62, time is the most important informatiob &
2 Strom Chenbers provided. Therefore a daughter board with 4 HPTDC ASICS
! 5 e 150 - % Z=  [8] has been designed, in order to have 512 TDC channels per
TELL1 with 100 ps time resolution. The TELL1 allows to build
Figure 1: NAG2 experiment layout. in FPGAs the trigger primitives combined in the LO triggeopr
cessor (LOTP). The LO trigger decision is based on the poesen
of a charged particle in the RICH and veto conditions on LKr,
LAV and MUV, to obtain a reduction factor of 10. The trigger
decision is broadcasted synchronously to all TELL1 actjaisi
boards with a latency of 1 ms. The events of interest will go in
the L1 via ethernet connection. Due to large amount of data
to be processed in a reasonable time, the number of PC cores
at the L1 will be quite large. After this level of selectioreth
data from all the detectors will arrive at L2 through a netivor
switch; the event will be fully reconstructed in order to Bpp
a tighter selection based on the full kinematics. The latémc
the software levels is not defined, but all the events haveto b
Rrocessed before the next accelerator burst (order of Z)-30

olution. Cerenkov light is produced in an 18 m long, 3.7 m
wide tube filled with neon at atmospheric pressure. The Ight
reflected by a composite mirror of 17 m focal length, and focal
ized on two separated spots at the opposite side of the detect
The two spots are equipped with photomultipliers (PM) (abou
1000 PMs per spot) to reconstruct the rings. After amplifcat
and discrimination in the NINO chip [4], the PM signal time is
digitised by high resolution TDCs, as described in the negt s
tion. Given the quantumficiency of the photomultipliers and
the dficiency of light collection, a typical pion ring, for aver-
age accepted momentum, is identified with20 firing PMs,

as predicted by Monte Carlo and confirmed by test beams o
a full-length prototype. The time resolution was measured t
be better than 100 ps for all momenta in the considered rang8: The GPU (Graphics Processing Unit)
Further information on the detector design and the expariisne

physics goal can be found in [5]. In recent yearsféorts have been devoted to the development

of powerful processors dedicated to graphical applicafidre

) peculiarities of problems related to 3D, rendering and,en-g

2.1. The NAG2 Trigger System eral, image processing, drove the development of paratlel a
The goal of collecting 100 SM events in a reasonable amounthitectures SIMD (Single Instruction Multiple Data) typin

of running time can be achieved using a very intense beam arglich an architecture the same algorithm is applied simedtan

a reliable data acquisition (DAQ) and trigger system. An ef-ously to diferent sets of data, using several computing cores

ficient on-line selection of candidates represents an itapbr running at the same time. Dérent levels of parallelization

issue for this experiment because of the large reductioreto bcould be implemented in such a scheme by grouping the multi-

applied on data before tape recording. On the other hand, @re structure in dierent layers. Thanks to this structure the

lossless data acquisition system is mandatory to avoichgddi GPU’s computing power can easily exceed the Teraflop level

artificial detector infficiencies when vetoing background par- and improvements are related to the total number of trarsist

ticles; this last requirement is less common in standardaeta  used, rather than the clock speed (as in the CPU case). Re-

and trigger systems. For the above reasons the NA62 triggeently interest arose for the use of GPU in general purpose ap

and DAQ system are integrated in a unified completely digitaplications (GPGPU) [9] outside the field of imaging procegsi

system (TDAQ): the readout data, stored in largédns wait-  with particular focus on high performance computing foesei

ing for trigger decisions, is exactly the same as used tatnaets  tific problems. Several examples of applications can bedaun

the trigger primitives. It should be noted that a completelyliterature going from seismology to medical physics andwal

“triggerless” approach in which the data are entirely reatl o lations in lattice QCD [1]. While GPGPU applications relhte

in PCs, avoiding any hardware level data reduction, caneot bto high-performance computing tasks are nowadays becoming

afforded for an experiment with thousands of channels and eommonplace, so far applications in which GPUs are used for

rate of tens of MHz. In order to reduce the event rate from 1thard real-time tasks have been hampered by the large intrin-

MHz to tens of kHz, the TDAQ is structured in a three level sic latencies related to the relaxed requirements of thehjca

system. The first level (LO) will be completely hardwaredxhs applications on this point. However, the continued progres

while the other levels will be software-based: the L1 deciss  in speed is such that GPU latencies are becoming compatible

based on single-subdetector reconstructed quantitidke thle  also with such real-time tasks. The two main vendors (ATI

L2 decision is taken on the fully reconstructed event witghhi and NVIDIA) are involved in the task to provide video cards
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in which the GPU can work as a co-processor for vectorizabl
problems. In particular NVIDIA [10] proposes a comprehen- AR
sive and consistent approach to general-purpose sciestifie N
putation. The NVIDIA Tesla C1060 card employed in the work| i St
described in this paper houses one GT200 GPU with 240 con| 2\

puting cores and 4 GB DDR3 memory with a bandwidth of ,,,,,,, -+
~102 GBs. o

o7 o o7
4. Atrigger system based on GPUs 1) N —/é, 2

In a standard trigger system for a high energy physics ex-
periment, the complexity in primitives construction anidger Figure 2: Ring-finding algorithms implemented in GPU. Bladits are hit
.. Y . . . PMs. 1) In the GHT algorithm probe circles (a, b and c) for adixadius
deCIS.IOI‘\ is limited by the t!me ava”able_as Qeflned by layenc 4re exploited to find th€herenkov ring center. 2) In the POMH and DOMH
requirements. Usually in trigger levels with fixed smalelaty,
the trigger primitives are quantities related to multiyicand
hit patterns. The trigger decision is defined with rough ¢end
tions, not allowing high rejection factors and selectionvpo triager level to incr th ity and the reiecti
The use of computing units (possibly housed in a standard Péé}e gg(ta. eve Of. (t: easte The purity a q tﬁ cjec gwf’gpu
in the definition of high quality trigger primitives and tggr mka)my n_gggers c:_ n erles;t_. tetF;]QWGF a;)r: €speedo S
decisions could be exploited to build more selective trigays- caln edan interes LnngO ukﬁn © d|shpro efm.
tems. In this regard some critical points must be taken into nor erto testt_ € feasibility and the pertformance, asr_a-s_ta
account: ing pointwe have implemented three algorithms for ring firgdi

in a sparse matrix of 1000 points (for convenience placeldeat t
e data transfer from readout to PC: fast, reliable and time<center positions of the PMs) with 20 firing PMs (“hits”) on av-

determistic dedicated links must be employed in order teerage. To better reproduce the conditions of interest wd use
exploit a large bandwidth; the Geant4-based [11Kicial NA62 experiment Monte Carlo
) . . simulation.
» small latency and high rate: high c.or-nputmg powerto havg The specific GPU architecture must be carefully considered
compact and cheap systems, avoiding large and expensiye o er to achieve the best performance. The computingcore
switched networks;

algorithms, for each potential centre A the distances thitdlare computed to
fill a histogram.

are grouped into “multiprocessors” sharing memory and in-
o stable latency: small spread in the execution time withougtruction pool. The access to on-chip memory is very fast (up
non-Gaussian tails. to 1 TB/s) if read and write conflicts are carefully avoided. The

processes (the “threads”) running in each core must be sgnch
The last two points, in particular, could be addressed in B GP nized at the multiprocessor level to maintain concurreetex

based system: GPUs, indeed, have both a lot of computingon without divergences and consequent partial seriétiza
power and a quasi-deterministic behavior. In contrastat®d  The first algorithm we tested is based on a Generalised
the use of standard CPU mother boards to manage commercidbugh Transform (GHT) (fig. 2). In this approach each hit is
GPUs cannot be avoided. The behavior of standard CPUs ugonsidered as the center of a probe circle with fixed radibe. T
der the control of a standard operating system is far fromgei point with the largest number of intersecting circles, agy
deterministic: precautions to limit any time variabilityelto  the radius over the range 5 to 11 cm in steps of 2 cm, is consid-
shared CPU usage must be implemented, such as the usegytd as the center of tgherenkov ring. The main limitation
real-time operating systems, “smart” network cards to rgana for this algorithm is due to the amount of on-chip fast memory
the network protocol and DMA (Direct Memory Access) mech-available. This limits the size of the tridimensional spé&mn-

anisms, in order to avoid time losses in copying data to the P&er position and radius) used for the maximization procedur
memory.

The advantage is that for each event a small number of threads

(proportional to the number of hits) have to run concurseoti
5. GPU used for fast pattern matching in the NA62 RICH ~ the GPU.
detector

In the other two algorithms each point in a fixed grid is con-

sidered as candidate for a center (fig. 2). A histogram of the
In many cases the definition of trigger primitives can be re-distances between the point and all the hits is constructed i
duced to pattern recognition issues. This is the case fogelda

order to identify the true center and the correspondingusadi
particle track identification in magnetic spectrometeggecto-

y The diference between the two algorithms, called Problem-
ries in silicon strip trackers or photon rings@erenkov detec- Optimized Multi Histograms (POMH) approach and Device-

tors. The RICH counter in the NA62 experiment falls into this Optimized Multi Histograms (DOMH) approach, respectively
last category: the center and the radius of @exenkov rings is in the management of the parallelization structure in the

in the detector are related to the angle of the particle and itGPU. In the POMH case each core has to make very simple op-
velocity, respectively. This information could be empldyet

erations (a distance calculation in a plane) but the whalegs-



The best preliminary result shown here (34) does not yet

= . allow to implement the LO trigger of NA62 on a small number
02 GPU 12 hits of GPUs but the following considerations should be takea int
u=—- Best ring account:

e there is still room for improvement in the presented algo-
rithms, and new algorithms are under test;

.« Hits generated

*’-’%;,4 NA62 % G4 MC e ' " ¢ the system employed is based on a single GPU. The total
' ' ' ' : : : load can be easily distributed over several GPUs.

Figure 3: Example of identifie@herenkov ring obtained using a GPU. e the next generation of graphics processors (now on the
market) provides better performance (by at least a factor

of 2).
sor is employed for the same event; in DOMH the single core )

has to perform a trickier task in order to optimize the nundfer Given these considerations, the possibility of using GPKs d
concurrent processes with the read and write procedureein tHectly at the hardware level of the trigger is still very attiive
fast shared memory and to allow processing of multiple eventand is being actively proved.
simultaneously in the same chip. In this second case ressurc
are used moreficiently: both the possibility of parallelizing 7. conclusions
the algorithm and of processing several events are exgloite

DOMH algorithms show the best performance and allow to The use of commercial video cards in a high energy physics
find aring in 3.1us (with negligible non-Gaussian tails) when a trigger system is a very interesting possibility for seveea-
packet of 1000 events is sent to the GPU for processing (fig. 3pons. The power of GPUs exceeds that of CPUs by orders of
Thanks to the high bandwidth provided by the PCI-E bus (4magnitude, which allows to have very versatile and compact
GB/s), the data transfer from an acquisition card (such a Gigabcomputing units to address problems of on-line event select
ethernet card) to the GPU through the internal PC bus, shoulth particular the use of GPUs is now becoming possible for
not be an issue for the case of NA62. The averaged event sizéal-time applications thanks to the deterministic betawi
for the RICH is~ 200B; assuming a maximum rate of 10 MHz the computation and the increase in computation speed Kshan
the bandwidth is- 2 GB/s in input at LO and a factor of 10 less to the use of components designed for commercial sectons wit
at L1. In addition, data transfer and computation in the GRU a large markets, this solution appears to be very cheap cadpar
managed concurrently: no time is lost either in data prejmara to other ones based on custom hardware. In addition, a system
for processing or for transferring back the results fromvideo based on GPUs benefits directly from the continuous techno-

card to the PC. logical progress required by video games and image prowessi
applications.

The use of GPUs at both the “hardware” and “software”

6. Integration in the NA62 trigger system levels allows to define a new architecture for trigger system

o . where the hardware (custom) part is reduced to digitizatiuh
The possibility to perform fast and powerful computationsy, ering while the whole logic, based on digital data, is per-
at the software level is a key point for reducing the size ef th formed in software. Such a scheme can be easily adapted to

on-line P_C_ farm and_ the processing time. On_the (_)the_r_ han%ny high-energy physics experiment to increase the onskne
the possibility to define more complex quant_ltles (like iMva  |action power and to decrease the total cost.
ant masses, momenta, etc.) at the earliest time (LO) could be
very useful for achieving a moréficient on-line selection and a
more dfective rejection. In the NA62 trigger architecture GPUs References
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