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Five Megatrends shaping our world of tomorrow –
changes in the markets are accelerating
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The Digital Transformation of Services
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Sinalytics brings together the technologies needed in
an increasingly digitized world
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Technology Field: Business Analytics & Monitoring

Technologies ApplicationsData

Descriptive analytics (Data Mining)

Diagnostic analytics (Data Mining))

Predictive analytics (Machine Learning)

Prescriptive analytics (Machine Learn.)

Data integration

Data management

Data modeling and analysis

Data presentation

Unstructured
Multi-structured

Structured

Visual analytics, dashboards, reports

Physical-, Virtual-, Semantic-, integration,
ETL, Data Quality, Metadata management

Optimization
Reasoning / Semantics
Natural Language Processing / Search
Data Mining / Machine Learning (incl. NN)

Data warehouse, NoSQL(inc. Hadoop), Stream
processors (parts of Lambda Architecture)

Performance and cost reports, Fault reports,
Operation dashboards

Monitoring, Alarm management, Root cause
analysis, Diagnostic advice

Fault-, Production-, Demand- prediction,
Price forecasting

Decision support, Actionable solutions
Autonomous solutions

Log Files
Service Reports
Specifications
…

Sensors
Schedules
Transactions
Configurations
Databases  …

Images/Videos

Physics Data Data
Analytics

Business
Intelligence

Business
Innovation

Customer
Value

Online Operation and Learning

• WatchCat
• Elvis
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Two Decades of Experience in the Application of
Machine Learning in Challenging Environments

§NeuroSteel

§ “In Field
Analytics”
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§ How much force F is needed for a desired reduction in steel thickness?
§ For all kinds of parameters, and steel properties

§ The dependency of the force on 30 and more parameters was modeled with a neural network
§ Maybe sounds like a simple problem but:
Challenges:
§ Sparse data and safety guarantees
§ Existing solution was used as a prior
§ Additional data was generated from the existing solution

[Geoff Hinton referred to the mixing in of prior data as:
"Priors without Prejudice" (from Jane Austin’s Pride and Prejudice)]

§ Online learning
§ The plants change quickly (concept drift)
§ Online learning was required (in general, would be avoided at all costs)

§ Multi-resolution adaptation scheme was developed: performs stable adaptation at different time scales
§ Cold start for a new plant, …

Rolling Mills: no Trivial Task

Röscheisen, Hofmann, Tresp. Neural control for rolling mills: Incorporating domain theories to overcome data deficiency. NIPS*1991
Schlang, Feldkeller, Lang, Poppe, and Runkler. Neural Computation in Steel Industry. European Control Conference (ECC), 1999

F?



Page 8

Kosice

Saldanha

Nucor I

Gallatin

ALGOMA

Hylsa

SDI

TRICO

SSABSWB

Rautaruukki

EKO

Voest

Dong Bu

HANBOBaotou

ISPAT
Baoshan

Nucor III

ACME

Handan

Pinda

Wieland

Thyssen

Krupp-Hoesch

ACB
ALZ

Allegheny

AK

Elgeloy

Zhujiang

Megasteel

> 200 worldwide

Huge Commercial Success: Examples for World-Wide Installations
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Neural Networks becomes Deep Learning:
First Contact

§ Kai Yu

§ Student at LMU (Siemens Stipend)
under my supervision ’02
§ Gaussian Processes

§ Siemens Research ‘04
§ NEC Research ’06:
§ Deep Neural Networks (in Yann

LeCun’s footsteps)
§ BAIDU:
§ Head of Institute for Deep

Learning ‘09
§ Horizon Robotics ‘15



Page 10

Currently there is Huge Interest in AI in the Public



Page 11

Only for New Industry?

§ Machine Learning so far had most impact in the new
industries: Google, Facebook, Microsoft,  ….

§ As shown there are a number of applications also in
other industries (e.g., at Siemens)

§ “Old industry” only has a future if it embraces
Machine Learning

§ Autonomous driving
§ Digital Health, personalized medicine
§ Digitalization (Siemens Business)
§ Automation
§ Environmental monitoring

Using neural network-based forecasting software from
Siemens, power generation and demand can be

predicted with growing accuracy.
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Successes are for Real: Computer Vision

§ Human: 5%
§ “Sensational” 33% improvement by Alex-Net

in 2010
§ 2015: 86% improvement!

MSR (Dec 2015):

§ 1000 classes
§ 1.28 Mio images

§ No Feature Engineering!

§ An order of magnitude
improvement with respect to the
state of the art!
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Deep Learning comes with an incredible powerful
infrastructure

§ Theano, Keras, Caffe, Torch , TensorFlow… are
powerful software development infrastructures

§ GPU computing can be used to speed up
computation

§ FPGA … can be used for implementing trained
networks

§ The community itself:
§ Explosion of ideas and creativity
§ Scientists and engineers and ….
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DL@Siemens (the Future)

• Setting up a powerful computing
infrastructure

• Weekly Journal Club
• Demonstrators
• Impact in Siemens

"Innovating today is about creativity, it is
about the freedom to act…if you look at
the big conglomerate…it's highly
regulated, it's a lot of talk about…internal
controls and this and that…so there's a
huge mindshift change to get the best of
people" Kaeser
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Siemens Activities: Not Starting with Zero

Other ongoing activities at Siemens Research (excerpt):

§ Time-series modeling and prediction with recurrent
(deep) neural networks with a 25 year history
(Zimmermann, Grothmann)

§ Optimization and condition monitoring of gas- and wind
turbines with reinforcement learning and recurrent neural
networks (Sterzing, Udluft, Hentschel, Tokic)

§ SENN Framework

§ Medical Image Analysis  at Siemens Healthcare
(Comaniciu)
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Reinforcement Learning
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With a Little Help from our  Brain
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Short-term M.
Working M.

Perceptual M.    Procedural M.

Sensory M.

Semantic M.                   Episodic M.
Concept M.              Autobiographic M.

Declarative M.
(explicit)

Long-term M.

Nondeclarative M.
(implicit)

Central Executive

Episodic
Buffer

Phonological
Loop

Visuospatial
Sketchpad

Human Memory
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Deep Learning Ecosystem
for High-Dimensional (Sparse) Data

Deep Convolutional Networks exploit locality in time and
space and combine local features to form flexible complex
patterns

Recurrent Networks exploit locality in time and space
and combine local  (short  term) features to form complex
(long term) patterns by exploiting internal memory

Multiway Neural Networks
Tensor Decompositions for
§ Sensory Memory Models
§ Semantic Knowledge Graph

Models
§ Episodic Event Memories

Representation Learning to achieve latent
representations of words, entities and events
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Clinical Data Intelligence
Klinische Datenintelligenz

Funded by the
Federal Ministry for Economic Affairs and Energy

Technologiy Programm “Smart Data”
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Dynamic Multiway Neural Network for Medical
Decision Processes (Nephrology)
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• Analysis
• Prediction
• Prescription

Esteban, Schmidt, Krompaß, Tresp. Predicting
Sequences of Clinical Events by using a
Personalized Temporal Latent Embedding Model.
IEEE ICHI, 2015
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Conclusions

• There is a long history of machine learning and data analytics at Siemens
• Digitization is the main business driver of innovation
• The Deep Learning Ecosystem  is a main technological driver of innovation:

CNN, RNN, multiway NN, Representation Learning
• We are looking forward to continuing the fruitful collaboration with Industrial

Control Systems team

§ Top international Datamining Team (H.P.
Kriegel) at the LMU (Munich Univ.)
§ LMU/Siemens Joint Project on „High

Throughput Data Analysis“
§ Interest in both Control Data and Physics

Data


