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A repeated theme at this conference is that QCD is everywhere at  the LHC.  
Well, everywhere is fine but lets hope it is not everything !

Exclusion limits for stops and gluinos after ICHEP2016

Gluino	decays	to	bb+LSP	

ICHEP2016,	Aug	9,	2016	 Searches	for	SUSY	 10	

Gluinos:	highest	SUSY	producCon	cross	secCon	
•  can	give	access	to	other	sparCcles	via	decay	chains	
•  here:	consider	decays	to	two	quarks	and	the	LSP	

Hadronic	search	with	b-jets	
•  ≥4	jets,	≥3	b,	no	lepton	(this	model)	
•  key	variables:	#b-jets,	MET,	meff,	mT,	large-radius	jet	masses			

ATLAS-CONF-2016-052	 Other	results	
•  CMS-SUS-16-014	
•  CMS-SUS-16-015	
•  CMS-SUS-16-016	

Top	squarks	(the	so:	side)	

ICHEP2016,	Aug	9,	2016	 Searches	for	SUSY	 20	

Direct	producCon		
•  Δm<m(W):	experimentally	challenging	but	could	explain	
DM	density	due	to	co-annihilaCon	

•  handles:	ISR	jets,	so:	leptons	

Hadronic	 CMS-SUS-16-029	 2	leptons	 CMS-SUS-16-025	

for	prompt	decays	

In fact,  given  the large number of talks on electroweak effects at the LHC, talks 
on B-physics and CP-violation, any unbiased observer would conclude that the 
Standard Model is  part  of a bigger theory called QCD ....
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``Huge registrations lines are formed as physicists from all over the world assemble for 
the annual QCD@LHC  conference to discuss the recent discovery of what appears 
to be an unexpectedly large  number of  techni-hadrons at the Large Hadron Collider...’’

Registration line for the QCD@LHC 202???
Techni-pion
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Yang–Mills and Mass Gap

The laws of quantum physics stand to the world of elementary particles in the way that Newton's laws of classical mechanics stand to the 
macroscopic world. Almost half a century ago, Yang and Mills introduced a remarkable new framework to describe elementary particles using 
structures that also occur in geometry. Quantum Yang-Mills theory is now the foundation of most of elementary particle theory, and its 
predictions have been tested at many experimental laboratories, but its mathematical foundation is still unclear. The successful use of Yang-Mills 
theory to describe the strong interactions of elementary particles depends on a subtle quantum mechanical property called the "mass gap": the 
quantum particles have positive masses, even though the classical waves travel at the speed of light. This property has been discovered by 
physicists from experiment and confirmed by computer simulations, but it still has not been understood from a theoretical point of view. Progress 
in establishing the existence of the Yang-Mills theory and a mass gap will require the introduction of fundamental new ideas both in physics and 
in mathematics.

This problem is: 
Unsolved

QCD is a confining theory with unclear relation to the 
real world 

P
Prize 

money
$1000000!
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QCD is a confining theory but we are not in this business for the money... 

So, we focus on the LHC physics where  QCD is ``just’’ the theory of 
interacting quarks and gluons with limited  non-perturbative  
contamination. 

We then expect that QCD@LHC  results are derivable from first principles.
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This is indeed true as confirmed by a  plethora of measurement at 
the LHC at the unprecedented  level of precision.

!
!

…in some more detail 

There are deviations from the SM predictions; however, given the errors, both  
theoretical and experimental, nothing to write 500 papers about…again…or make a reservation for  
Stockholm  

Physics from first principles

Talk by J.Huston, Loopfest 2016
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The main consequence of the predictivity  from first principles is the 
existence of a systematic improvable perturbative  expansion...
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LO QCD is not a model
NLO QCD is not a model

NNLO QCD is not a model
....

The main consequence of predictivity  from first principles is the 
existence of the systematic perturbative  expansion...
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LO is not a model
NLO is not a model

NNLO is not a model
....

Pythia is not QCD
Herwig is not QCD
Sherpa is not QCD
Geneva is not QCD

The main consequence of predictivity  from first principles is the 
existence of the systematic perturbative  expansion...
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LO is not a model
NLO is not a model

NNLO is not a model
....

Pythia is not QCD
Herwig is not QCD
Sherpa is not QCD
Geneva is not QCD

SCET is not a theory
-- it is a framework !

The main consequence of predictivity  from first principles is the 
existence of the systematic perturbative  expansion...
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As the time goes and  our understanding 
of QCD improves, we will probably be able

to extend the ``first-principles’’ aspect of 
what we do to broader classes of 

observables and more complicated  
processes. How successful we eventually 
will be remains to be seen but the current 

situation is encouraging.
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Complex final states from first principles
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Complex final states: how did it all start 
It all started with the NLO QCD wishlist that you see below. Note that this was 
a hell of a wish to have back in circa 2004

But who was this experimenter and why did he have a wish like that?
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Complex final states 
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Bard: Interpreting New Frontier Energy Collider Physics

Bruce Knuteson∗

MIT

Stephen Mrenna†

FNAL

No systematic procedure currently exists for inferring the underlying physics from discrepancies
observed in high energy collider data. We present Bard, an algorithm designed to facilitate the
process of model construction at the energy frontier. Top-down scans of model parameter space
are discarded in favor of bottom-up diagrammatic explanations of particular discrepancies, an ex-
planation space that can be exhaustively searched and conveniently tested with existing analysis
tools.

In contemporary high energy physics experiments, it
is not uncommon to observe discrepancies between data
and Standard Model predictions. Most of these discrep-
ancies have been explained away over time. To convinc-
ingly demonstrate that an observed effect is evidence of
physics beyond the Standard Model, it is necessary to
prove it is (1) not a likely statistical fluctuation, (2) not
introduced by an imperfect understanding of the exper-
imental apparatus, (3) not due to an inadequacy of the
implementation of the Standard Model prediction, and
(4) interpretable in terms of a sensible underlying the-
ory. Those who object to (4) as being necessary fail to
appreciate that most hypothesis development in science
occurs before, rather than after, publication. This last
criterion is essential, and will likely point the way to other
discrepancies that must exist if the interpretation is cor-
rect.

In the search for new electroweak-scale physics at

FIG. 1: A cartoon illustration of Bard’s starting point: an
excess (circled in red) in data (individual events shown as tick
marks on the horizontal axis) over Standard Model prediction
(shown as a continuous distribution) in a particular exclusive
final state (e+e−bb̄) on the tail of the total summed scalar
transverse momentum of all objects in the event (

∑
pT ).

FIG. 2: Chalkboard drawing of the ingoing and outgoing legs
of the Feynman diagram responsible for producing an ob-
served signal in the final state e+e−bb̄ at the Tevatron (left),
and of a Feynman diagram possibly responsible for producing
this signal (right).

the frontier energy colliders, a model-independent search
strategy (Vista [1, 2] or Sleuth [1, 2, 3, 4, 5]) rigor-
ously addresses whether a statistical fluctuation explains
the observation. Rejecting the hypothesis that the ob-
served effect arises from a feature of the detector or an
inadequacy of the detector simulation is best handled by
requiring consistency among all collected data; this is
the purpose of Vista. Our ability to calculate QCD at
hadron colliders has improved dramatically over the past
decade, with much recent progress in describing multi-
jet final states. Using these tools and demanding con-
sistency among many different observables addresses the
third criterion. Addressing the fourth requires a practi-
cal method for systematically generating new hypotheses
to yield sensible interpretations of discrepancies.

Event generators containing implementations of
physics beyond the Standard Model are able to calcu-
late model predictions within particular scenarios. In-
terpreting a specific discrepancy requires working in the
inverse direction, from observed phenomenon to the un-
derlying model. The typical top-down approach of scan-
ning model parameter spaces to find regions compati-
ble with discrepancies is computationally intractable for
parameter spaces with dimensionality larger than about
five. We are aware of no satisfactory systematic pre-
scription for interpreting possible discrepancies observed
at the Tevatron or Large Hadron Collider in terms of the
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inverse direction, from observed phenomenon to the un-
derlying model. The typical top-down approach of scan-
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parameter spaces with dimensionality larger than about
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scription for interpreting possible discrepancies observed
at the Tevatron or Large Hadron Collider in terms of the

Main goal of the ``experimenter’’ was to search systematically  for a correlated  set of 
deviations from the SM  predictions and a possibility to explain them with a single NP 
hypothesis.  With null search results from the LHC, this idea becomes very very timely...
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However, it was realized early on that the validity of this idea rests on the assumption that 
solid theoretical description of complex final  states can be provided.  This started the NLO 
arms race...(BLACKHAT, MG@NLO, OpenLoops, GoSam, Samurai....)

Top DIRE Higgs YFS BSM Reweighting EW correction Conclusions

The SHERPA event generator framework
• Two multi-purpose Matrix Element (ME) generators

AMEGIC++ JHEP02(2002)044, EPJC53(2008)501

COMIX JHEP12(2008)039, PRL109(2012)042001

• Two Parton Shower (PS) generators
CSSHOWER JHEP03(2008)038

DIRE EPJC75(2015)461

• A multiple interaction simulation
à la PYTHIAAMISIC++ hep-ph/0601012

• A cluster fragmentation module
AHADIC++ EPJC36(2004)381

• A hadron and ⌧ decay package HADRONS++

• A higher order QED generator using
YFS-resummation PHOTONS++ JHEP12(2008)018

Sherpa’s traditional strength is the perturbative part of the event
LO, NLO, NNLO, LOPS, NLOPS, NNLOPS, MEPS, MENLOPS, MEPS@NLO

Marek Schönherr SHERPA: overview and recent developments 2/26

JHEP02(2009)007
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Figure 11. The rate-normalized shapes of the m�� distribution from the ATLAS collaboration
and the MCFM NNLO prediction for µ = m�� . The lower panel indicates the ratio of the data to
the NNLO prediction.

spectrum. Of course a combination of these two explanations is also possible. Finally, and
most excitingly, a comparison to the fitting function presented in ref. [16] illustrates that
there is no significant hardening from the prediction of the SM compared to the form of the
fitting function used in the ATLAS experiment. This can clearly be seen upon comparison
with Figure 1 in ref. [16]. For instance, both the ATLAS fit and our NNLO prediction
pass directly through the data in the 1090 GeV bin, and just under the central value in
the 690 GeV bin. Therefore we can conclude that the interpretation of an excess of events
around 750 GeV appears to be supported by a first-principle calculation within the SM. It
is not diluted by a hardening of the SM spectrum relative to the fitting function used in
the analysis. If the excess is confirmed, NNLO predictions for the shape of the irreducible
background will be able to significantly enhance analyses designed to discriminate between
different model hypotheses, by providing predictions for the properties of background events
that cannot be captured by a simple spectrum fit.

– 17 –

�CMS = 17.2± 2 pb

�NNLO+gg@N3LO = 17.3± 2 pb

Campbell, Ellis, Li, Williams

Complex final states 
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Complex final states 
NLO QCD + EW calculations can now be performed for very complex processes.  To be 
used as advanced simulation tools, they need to work in accord with  parton showers, a 
phenomenon usually referred to as matching and merging.

tt̄+ 0, 1, 2, 3 jet cross sections at 13TeV

pT,jet > 25 GeV

Sherpa+OpenLoops
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Setup

stable tops and anti-kT jets

R = 0.4, pT,j > 25GeV, |⌘j | < 2/5

Ntuples allow decays & showering

Plotted predictions and ratios

LO/NLO at µ = HT /2

MILO/MINLO

MINLO/NLO

NLO corrections and uncertainties

MINLO convergence better at large
Njets (also for larger pT,j)

⇠10% factor-2 variations in (MI)NLO

4–8% MINLO/NLO agreement!

19 / 22

Pozzorini

Top DIRE Higgs YFS BSM Reweighting EW correction Conclusions

Higgs physics III

Greiner,Höche,Luisoni,MS,Winter,Yundin JHEP01(2016)169

pp ! H + jets in ggF (HEFT)

• public NTuples for
h1j, h2j, h3j @ NLO
! fixed-order analysis
GOSAM interfaced for virtuals

• MEPS@NLO preliminary
pp ! h + 0, 1, 2, 3j @ NLO,
pp ! h + 4, 5j @ LO
produced for Les Houches ’15
detailed comparison

Sherpa MePs@Nlo

pp ! h + 0j NLO excl.
pp ! h + 1j NLO excl.
pp ! h + 2j NLO excl.
pp ! h + 3j NLO excl.
pp ! h + 4j LO excl.
pp ! h + 5j LO incl.
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Schoenherr

tt+3j @ NLO QCDH+j @ NLO QCD

Talks by Pellen, Frederix, Pozzorini, Salfelder, Schoenherr, Uccirati
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Complex final states 

Ever matched ?  Ever merged? Ever failed? 
No matter. Try again. Fail again. Fail Better!

CKKW, MLM, LoPs, NLoPS, NNLOPs, MEPs, MENloPS, MePs@NLO, 
MC@NLO,  POWHEG, MINLO, UNLOPS, FxFx, KirkNLO,  etc.
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Complex final states: better matching and merging

     Resonance aware NLO+PS matching in POWHEG            Jonas M. Lindert 
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‣ We consider the full process                                   with massive b’s (4F scheme)
‣ Implemented in the POWHEG-BOX-RES framework
‣ All matrix elements from OpenLoops (B, Bij, Bμν, V, R, color-flow) 

Physics features:
• exact non-resonant / off-shell / interference / spin-correlation effects at NLO
• unified treatment of top-pair and Wt production with interference at NLO
• access to phase-space regions with unresolved b-quarks and/or jet vetoes
• consistent NLO+PS treatment of top resonances, including quantum corrections to 

top propagators and off-shell top-decay chains
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Abstract: We present a Monte Carlo generator that implements significant theoretical

improvements in the simulation of top-quark pair production and decay at the LHC. Spin

correlations and o↵-shell e↵ects in top-decay chains are described in terms of exact matrix

elements for pp ! bb̄e+⌫eµ�⌫̄µ at NLO QCD. Thus the contributions from tt̄ andWt single-

top production as well as their quantum interference are fully included. The b-quark mass

dependence is included throughout. Matrix elements are matched to the Pythia8 parton

shower using a recently proposed method that allows for a consistent treatment of reso-

nances in the POWHEG framework. These theoretical improvements are especially important

for the interpretation of precision measurements of the top-quark mass, for single-top anal-

yses in the Wt channel, and for tt̄ and Wt backgrounds in the presence of jet vetoes or

cuts that enhance o↵-shell e↵ects. The new generator is based on a process-independent

interface of the OpenLoops amplitude generator with the POWHEG-BOX framework.

Keywords: QCD, Hadronic Colliders, Monte Carlo simulations, NLO calculations,
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The new bb4l generator

J.Lindert

Resonance-aware parton showers and matching solves the problem of inefficient phase-
space profiling in the presence of narrow resonances.  The idea is to introduce different 
histories, whose weights are determined by their contributions to inclusive cross sections 
and then properly generate the kinematics for each of the histories. 
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Resonance histories

This follows from the fact that all (and only) the ↵r associated with particles i, j becoming

collinear dominate in this limit, and, being all equal, they simplify out in the numerator

and denominator of eq. (2.9). We emphasize, however, that the dij terms are not frame

independent in the soft limit. This is quite clear from eq. (2.12), that in the Ei ! 0 limit

becomes

dij ⇡

Ei

Ej
ki · kj

�b
, (2.14)

that is clearly frame dependent.

As in the Born case, the scheme discussed here is not the only alternative for the

partition of the singular regions and of the resonance structure. Using weights equal to

the square of individual sub-amplitudes is still a valid alternative, as long as one computes

the amplitudes in a physical gauge, in such a way that squared amplitudes also retain the

full collinear singularity structure. In this case one does not need to introduce the dij
factors, since the squared amplitudes already have the appropriate singular behaviour in

the collinear limit. In order to further pursue this alternative, issues related to the lack of

gauge invariance of the individual amplitudes squared should be addressed. In the present

work we did not investigate this alternative any further, since we prefer to assume that in

general the individual amplitude for the process may not be available.

2.3 Example: electroweak uū ! ud̄ūd

We illustrate the separation of the resonance structures in the process uū ! ud̄ūd, consider-

ing only electroweak interactions. In order to simplify the discussion, we will (wrongfully!)

assume that only the diagrams illustrated in fig. 2 contribute to it. We remark that this

process is chosen only for illustration purposes. We are aware of the fact that it has no

physical relevance and that we are omitting other relevant resonance histories. There is

Figure 2. Feynman diagrams for uū ! ud̄ūd.

only one Fb, corresponding to the bare flavour structure uū ! ud̄ūd. We have two fb,

represented in fig. 3, corresponding respectively to uū ! (W+ ! ud̄)(W� ! ūd) and

uū ! (Z ! uū)(Z ! dd̄).

The P factors for the two configurations are
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Figure 3. Trees for uū ! ud̄ūd.

Notice that we have assigned the values 1 and 2 to the fb index of the two flavour configu-

rations depicted in the figure. Particles are labeled by an integer, starting from the lower

incoming line, and going through all other particles clockwise. Summarizing, we have two

(full) flavour structures for the given bare flavour structure uū ! ud̄ūd. The corresponding

Born contributions will be given by

B
1

=
P 1

b B

Db
, B

2

=
P 2

b B

Db
,

with

Db = P 1

b + P 2

b .

Notice that B is the full Born contribution, given by the square of the sum of the graphs

in fig. 2. However, B
1

will be dominated by the square of the first graph, and B
2

by the

second.

The number of real graphs is already quite large, and we do not show the corresponding

figures. They are obtained by adding one final state gluon to the Born flavour configuration,

and by replacing one of the initial lines with a gluon, adding a corresponding quark of

opposite flavour to the final state. Here we focus upon the bare flavour configuration

uū ! ud̄ūdg. The corresponding full flavour configuration trees are depicted in fig. 4.

We will now label the gluon as 7, and keep the same labels used in the Born case for

all other particles. The P factors are now
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Figure 4. Trees for uū ! ud̄ūdg.

The singular regions ↵r are displayed in tab. 1. Notice that the final state radiation d

↵r fr emitter d�1(↵r)

1 1 0 d�1

7

2 2 3 d�1

37,2

3 2 4 d�1

47,2

4 3 5 d�1

57,3

5 3 6 d�1

67,3

6 4 0 d�1

7

7 5 3 d�1

37,5

8 5 4 d�1

57,5

9 6 5 d�1

47,6

10 6 6 d�1

67,6

Table 1.

factors carry in the subscript the position of the two partons that become collinear, and,

after a comma, an index specifying the resonance history. We are in fact assuming that

the d factors are computed in the frame of the resonance that owns the two collinear

partons. Notice also that the standard (non resonance aware) POWHEG implementation

would have found 5 regions, one for the initial state radiation, and 4 for final state radiation,

corresponding to a gluon being emitted by each final state parton.

It is interesting to see how the singular part of the cross section is shared among the

various resonance histories. We consider as an example the gluon emission from particle 3,

carrying the d�1

37

singularity. In the standard POWHEG formulation this region corresponds

– 13 –

LO NLO

This approach is rigorous up to the point that assignment of resonance histories requires a 
prescription. 

uū ! ud̄ūd @ O(↵4)

resonance tree for fb (excluding the root). We then define

⇧fb =
P fb

P
f 0
b2T (Fb(fb))

P f 0
b
, (2.5)

where we have introduced the notation Fb(fb) to denote the bare flavour structure asso-

ciated to a given full flavour structure fb. This definition clearly satisfies the property

(2.2). Thus Bfb exhibits resonance peaks only in correspondence with resonances in its

own resonance history. In fact the P f 0
b factors for all alternative resonance histories in the

denominator of ⇧fb cancel the resonance peaks due to alternative resonance histories in

BFb . Only the peaks compatible with the fb resonance structure, that have a corresponding

enhancement factor in the numerator, will remain.

It is worth pointing out that our definition of the ⇧ factor is certainly not unique. In

particular, there is an alternative possibility that is easily implemented if one has access

to the individual sub-amplitudes contributing to the total amplitude characterized by Fb:

BFb =
���
X

i

Ai

���
2

. (2.6)

The structure of each sub-amplitude represents in this case a resonance history, so that we

can create a correspondence i $ fb, and define

P fb = |Afb |2. (2.7)

This possibility may prove convenient with current numerical matrix elements programs,

where the numerical calculation of the individual amplitude is a necessary step for the

computation of the full matrix element. Since this procedure is gauge dependent, care

should be taken in the choice of an appropriate gauge.

2.1.1 Implementation of the Born resonance histories in the POWHEG BOX

The internal implementation of the Born flavour structure can be inherited from the present

Born level structure in the POWHEG-BOX-V2, starting with the extension of ref. [14] for the

inclusion of narrow width resonances. In this implementation, the full flavour structure of a

Born term is represented by two arrays, flst born(j,iborn) and flst bornres(j,iborn),

where the index iborn labels the particular Born full flavour structure fb. The j index

labels the external leg and the internal resonances, with 1 and 2 representing the in-

coming legs, and the (integer) value of the flst born array represents the corresponding

flavour code (that coincides with the PDG code, except for gluons, that are labeled 0).

The flst bornres(j,iborn) integer array represents the resonance pointers, so that the

whole resonance structure can be reconstructed. For example, for the case of the full flavour

structure corresponding to the process gg ! (t ! (W+ ! e+⌫e)b)(t̄ ! (W� ! µ�⌫̄µ)b̄),

we have

flst born(1:12,iborn) = [ 0, 0, 6, -6, 24, -24, -11, 12, 13, -14, 5, -5]

flst bornres(1:12,iborn) = [ 0, 0, 0, 0, 3, 4, 5, 5, 6, 6, 3, 4].
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The root of the tree does not correspond necessarily to any real resonance. For uni-

formity of treatment, we will however associate to the root a fictitious resonance, and we

will refer to it as the “production resonance”.

For each given initial and final flavour configurations, we have several possible reso-

nance histories. We will denote with Fb the initial and final flavour structure of the Born

process, irrespective of the internal nodes of the resonance history. We will instead denote

with fb the flavour structure including the resonances decay cascade. We will also refer

to it as the resonance history. Summarizing, we will refer to Fb as the bare flavour

structure of the process, and to fb as the full flavour structure, or simply as the flavour

structure.

The Born contributions will be labeled as BFb . Thus, BFb is the square of the amplitude

for the production of the final state Fb, including all possible resonance histories allowed

for the process. We separate the Born contribution in the following way:

BFb =
X

fb2T (Fb)

Bfb , Bfb = ⇧fbBFb , (2.1)

where T (F ) is the set of all trees having the same bare flavour structure F . The factors

⇧fb have the property X

fb2T (Fb)

⇧fb = 1. (2.2)

Furthermore, they must be such that ⇧fbBFb must have resonance peaks compatible with

the resonance history of fb. One possible definition for the ⇧fb is the following. With each

resonance i in the resonance history, we associate the factor

M4

i

(si �M2

i )
2 + �2

iM
2

i

, (2.3)

and define

P fb =
Y

i2Nd(fb)

M4

i

(si �M2

i )
2 + �2

iM
2

i

, (2.4)

where si, Mi and �i are respectively the invariant mass of the decay product system, the

mass of the resonance and its width. By Nd(fb) we denote the set of all nodes of the
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Projection onto resonance histories fb and fr based on kinematic proximity: 

Example:

(similar for R: separation into resonance structures and compatible FKS singular regions)

Talks by Torrielli, Lindert, Siodmok, 
Hamilton

Friday, August 26, 16
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reconstructed top-quark mass lepton-b-jet mass

• very good agreement mostly <5% level between the two predictions
• the two calculations support each other (natural factorization of radiation between 

production and decay in tt⊗decay)
• average           roughly 100 MeV smaller in tt⊗decay (in ±30 GeV around mtop)mWjB
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b-jet radiation properties
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• narrower b-jets and harder B-fragmentation in bb4l
• due to reduced radiation from b’s in bb4l

Complex final states 

I don’t see why the width/mass suppression does not work in those cases when
top quark selection cuts are used. It would be useful to provide parametric
arguments  that explain why the  NWA does not work....

Friday, August 26, 16



Complex final states: better showers 
To better describe complex final states one needs better parton showers -- the goal 
of Deductor, Dire, Vincia, Geneva.   But what is a ``better parton shower’’ at the first 
place?  How can one  decide what is ``better’’ without a solid starting point?Top DIRE Higgs YFS BSM Reweighting EW correction Conclusions

Parton showers – DIRE
Höche, Prestel EPJC75(2015)461

• combination of parton and dipole shower picture
! partial fractioning soft eikonal Catani,Seymour Nucl.Phys.B485(1997)291

pipk
(pipj)(pjpk)

! 1

pipj

pipk
(pi + pk)pj

+
1

pkpj

pipk
(pi + pk)pj

+

k j i k j i k j i

• capture dominant coherence e↵ects (3-parton correlations)
1

1 � z
! 1 � z

(1 � z)2 + 2
2 =

k2
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Q2

• preserve collinear anomalous dimensions & sum rules
! splitting functions fixed
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�

Marek Schönherr SHERPA: overview and recent developments 6/26

Improving parton showers  by adding a  few  obvious corrections to a few  obvious 
places is  a very questionable approach.  Beyond LL,  generic parton shower 
problem becomes quantum. Need a reformulation of the whole approach, not an 
improvement of the current one. 

Talks by Prestel, Nagy, Bauer,Siodmok , 
Fisher, Smilie, Schoenherr

Evolution equation

9
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Complex final states: better showers 
Nagy

Evolution equation

9

2

If soft radiation to the final state  is restricted, soft and virtual emissions do not cancel, threshold 
logarithms appear and cross sections are modified.  In perturbative computations, 
effective restriction of radiation can be provided by steeply falling PDFs as well as by external 
constraints. In parton showers, only the second mechanism is operational, the first
does not work due to strict  unitarity of the evolution.    

Conclusion on threshold logs

20

Giving up on the PS unitarity in  a controlled way 
allows us to obtain the threshold logarithms

Soft resummations in a traditional context: 
talks by  Bonvini and Wever

Friday, August 26, 16



But every parton shower -- even the highly 
improved one -- has a skeleton in the closet

Friday, August 26, 16
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Universal UEUniversal UE--MBMB--DPS TuneDPS Tune

 

Proton Proton  

 

Proton Proton +
 

Proton Proton 

 

Proton Proton 

 

+
 

Proton Proton +

 

+ …

 “Underlying Event”

“Min-Bias” (ND)

 
 

Proton Proton 

 

  

 

DPS

One hard scattering plus BBR & MPI

Two hard scatterings plus BBR & MPI

No hard scatterings plus BBR & MPI

My 
dream!

Alternatively one can produce separate MB tunes 
(like ATLAS Tune A2 & A3), and separate UE 
tunes (like ATLAS Tune A14), and separate DPS 
tunes (like CMS Tune CDPSTP8S2-4j).  

The experimental side of me thinks this is fine.
The theoretical side of me dreams of a universal 
tune.



Well, at this point the sceptical side of me  strongly 
suggested   that first-principles precision physics 
program at the LHC is a big bluff....

and it took a while before the  optimistic side 
convinced me to carry on

Friday, August 26, 16



Learning about soft physics from 
first principles

We may gain some insights into (some) non-perturbative physics if we 
understand soft and collinear emissions . In those cases, the 
perturbative expansion becomes complex;  certain terms contain large 
kinematic factors -- soft and collinear logarithms.  Resummations of 
those logarithms systematically, beyond the leading terms, is the goal  
of the analytic resummations 

↵s ln
2 k? � ↵s

Other aspects of resummations are discused 
in talks by  Bonvini, Eber, Wever, 

Papaefstathiou, Rothen

Friday, August 26, 16



Recursive declustering of 
a C/A jet until

Resummation in jet substructure
• Can these problems be modulated by grooming jets ? 
!

!
!
!

!
!
!
!
!
!
!
!
!
In the regime                         the soft radiation is groomed away  
in a rIRC-safe way:  
  soft logarithms (wide-angle NG, interference effects) become  
  jet mass logarithms                  are exclusively of collinear origin 
   
  additional NG logs of the jet mass are power suppressed

10

Proliferation of substructure  
technology in recent years

e.g. mMDT/Soft drop groomed jet mass: 
[Dasgupta, Fregoso, Marzani, Salam ’13]

First analytic understanding at LL 
helped develop better-behaved  

observables

[Larkoski, Marzani, Soyez, Thaler ‘14]

m2
J/p

2
t,J ⌧ zcut

ln(m2
J/p

2
t,J)

ln(zcut)� = 0 :

� 6= 0 :

Analytic understanding of parton showers in actions

Better analytic understanding of parton showers allows to design observables 
that are less affected by contamination from underlying event

Monni
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Hard function. 
m hard partons along  

fixed directions {n1, …, nm} 

Factorization theorem

27

Soft function 
with m Wilson lines

integration over the m 
directions 

color trace

Figure 3. omparison of our analytic results (solid lines) for the coe�cients of the three color
structures in the two-loop coe�cient dB/d ln ⇢h for the heavy-jet mass distribtion with numerical
results (points with invisibly small error bars) obtained using the Event2 event generator [13].

Putting everything together, inverting the Laplace transformation, and using relation

(1.5) we then obtain the following result for the logarithms in the light-jet cross section

d�

d⇢`
= (4.9)

This can be compared to numerical results obtained from running fixed-order event

generators such as Event2 [13] or eerad3 [? ] at low values of the jet mass.

[Write what we conclude from this comparison...]

5 Conclusions

• Non-global observables all have similar structure, key feature are multi-Wilson-line

operators tracking hard partons.

• Briefly discuss resummation.

• Numerical trouble with event generators?

�(�) =
1X

m=2

⌦Hm({n}, Q, µ)⌦ Sm({n}, Q�, µ)
↵
, (5.1)

– 16 –

TB, Neubert, Rothen, Shao ’15 ’16 

see also Caron-Huot ‘15

Resummations and non-global logarithms
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veto:

 Eout < βQ ≪ Q

unrestricted Ein ~ Q

Non-global observables

Becher

Basic physics is soft radiation off energetic 
partons inside jet. 

Wilson line along direction of each hard parton 
inside the jet. 
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pµi = Ein
µ
i
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Resummation by RG evolution

Wilson coefficients fulfill renormalization 
group (RG) equations 

  
1. Compute Hm at a characteristic high 

scale µh ~ Q  

2. Evolve Hm to the scale of low energy 
physics µl ~ Qβ  

Avoids large logarithms αsn lnn(β) of scale 
ratios which can spoil convergence of 
perturbation theory.

R
G

 evolution

d

dt
Hn(t) = Hn(t)Vn +Hn�1(t)Rn�1(t) (11)

H2(th = 0) = 1, Hn>2(th = 0) = 1 (12)

Hn(t) =

Z t

0
dt0Hn�1(t

0
)Rn�1(t

0
)e�(t0�t)Vn

(13)

�LL =

1X

n=2

Hn(ts)⌦ Sn(ts) (14)

d

d lnµ
Hm({n}, Q, �, µ) = �

mX

l=2

Hl({n}, Q, µ)�H
lm({n}, Q, µ) (15)

d

d lnµ
Hm(Q,µ) = �
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Hl(Q,µ)�H
lm(Q,µ) (16)

2

Q

Qβ

RG = Parton Shower
• Ingredients for LL 

• RG 

• Solution is parton shower equation
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divergence from the lower end of the energy integration, the total result for the divergent

part becomes

αs

4π
z
(1)
m,m({n}, Q, δ, ε, µ) +

αs

4π

∫
dΩ(nm+1)

4π
z
(1)
m,m+1({n, nm+1}, Q, δ, ε, µ)

= − αs

2πε

∑

(ij)

Ti · Tj

∫
dΩ(nk)

4π
W k

ij Θ
nn̄
out(nk) . (5.8)

Since the color factors are contracted with the trivial tree-level soft function, we do not need

to distinguish the left and right color generators. Note that inside the cone the real and

virtual corrections have cancelled, so that the net result only gets contributions from out-

of-cone radiation and precisely cancels against the divergence of the soft function. We see

that the renormalization indeed works at the one-loop level. We have repeated the same

exercise also for the narrow-jet case, see Appendix C. In this case, we can give explicit

expressions for the angular integrals. Again, we find that the divergences cancel as they

should.

5.2 Renormalization-group evolution at leading logarithmic level

We now discuss the anomalous-dimension matrix ΓH defined in (2.40), which governs the

RG evolution of the hard (2.38) and soft functions (2.39), and verify the agreement between

the perturbative expansion of the BMS equation and our RG-based resummation method.

In order to resum the leading logarithmic terms, the anomalous-dimension matrix is needed

up to O(αs). It can be expressed as

ΓH ({n}, Q, δ, µ) =
αs

4π
Γ(1) ({n}, Q, δ, µ) +O(α2

s) , (5.9)

where

Γ(1) =






V2 R2 0 0 . . .

0 V3 R3 0 . . .

0 0 V4 R4 . . .

0 0 0 V5 . . .
...

...
...

...
. . .






. (5.10)

It follows from the discussion in the previous section that, in the soft approximation, the

corresponding matrix elements are given by

Vm = Γ(1)
m,m = −2

∑

(ij)

(Ti,L · Tj,L + Ti,R · Tj,R)

∫
dΩ(nk)

4π
W k

ij

[
Θnn̄

in (k) +Θnn̄
out(k)

]
,

Rm = Γ
(1)
m,m+1 = 4

∑

(ij)

Ti,L · Tj,RWm+1
ij Θnn̄

in (nm+1) . (5.11)

The anomalous dimensions Vm and Rm depend on the directions {n} = {n1, . . . , nm} and

colors of the hard partons, and the indices i, j in the sum run from 1 to m. The quantities

Rm also depend on the additional direction nm+1 of the real emission. The integration over

this direction is performed after the multiplication with the soft function. At first sight,
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Compari

• Equivalent to the dipole shower used by Dasgupta 
and Salam ’02. 

• For higher-log accuracy we will need to include 

corrections to Hm, Sm, Γmn into the shower.
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MC numerical results
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(Becher & Shao, in preparation)

e+e− → 2 jets 
rapidity gap Δy=1

parton shower

The structure seems to be clear -- can go beyond the leading log in a systematic 
way !

Friday, August 26, 16



Jet radius dependence to rule them all
Jet-radius logarithms

• small-R jets have received some attention lately 
!
!

!
!

• All-order effects can become relevant when R ~ 0.2-0.3 or smaller are 
employed (heavy ions, substructure, jet-rates studies,…) 
!

• Measurements at multiple R values powerful handle to modulate 
hadronisation/PT effects 

13

Giulia ZanderighiLa Thuile, March 22-29 2014 Rencontres de Moriond, QCD and High Energy interactions / 24

Can’t give details about the calculation here. 
Just leading ideas: 

8

NNLL resummation

!first observation is that at NLO the jet-pt and Higgs-pt are the 
same
!at NLL no dependence on jet radius (emissions widely seperated 

in rapidity)  
!can one relate the jet-veto resummation (finite R) to the known 

Higgs pt NNLL resummation (jet with infinite R)? subtle, but yes 
!NNLL dependence on jet-radius has only two sources: clustering 

of independent emissions or correlated emissions that end up in 
di"erent jets 

 

LL resummation with generating functionals 
[Dasgupta, Dreyer, Salam, Soyez ’14 - ‘16]
Formulation in SCET: [Chien, Hornig, Lee ’15] 
                                  [Kolodrubetz, Pietrulewicz, Stewart, Tackmann, Waalewijn ’16] 
                                  [Kang, Ringer, Vitev ’16]

had ⇠ � 1

R
, UE ⇠ R2 , PT ⇠ ln

1

R
[Dasgupta, Magnea, Salam ’08]

PT also has a R^2  
contribution

Giulia ZanderighiLa Thuile, March 22-29 2014 Rencontres de Moriond, QCD and High Energy interactions / 24

Can’t give details about the calculation here. 
Just leading ideas: 

8

NNLL resummation

!first observation is that at NLO the jet-pt and Higgs-pt are the 
same
!at NLL no dependence on jet radius (emissions widely seperated 

in rapidity)  
!can one relate the jet-veto resummation (finite R) to the known 

Higgs pt NNLL resummation (jet with infinite R)? subtle, but yes 
!NNLL dependence on jet-radius has only two sources: clustering 

of independent emissions or correlated emissions that end up in 
di"erent jets 

 

Monni

One can use the dependence of jet cross sections on the jet radius to learn about 
different (non-perturbative) physics

Friday, August 26, 16



Simple final states from first principles

d� =

Z
dx1dx2fi(x1)fj(x2)d�ij(x1, x2)FJ (1 +O(⇤QCD/Q))

  

Introduction

● The goal of hadron collider physics program (Tevatron, LHC) is to discover and study 

physics beyond the Standard Model in the  mass range 100 GeV - few TeV 

● To produce that heavy final states, we require rare short-distance processes where both 

protons disintegrate and all momenta transfers are large. These processes can be 

understood using factorization and asymptotic freedom.

● A major role in  such an understanding  is played by parton-parton scattering that is 

described by  perturbative QCD.

                                           

  

Introduction

● The goal of hadron collider physics program (Tevatron, LHC) is to discover and study 

physics beyond the Standard Model in the  mass range 100 GeV - few TeV 

● To produce that heavy final states, we require rare short-distance processes where both 

protons disintegrate and all momenta transfers are large. These processes can be 

understood using factorization and asymptotic freedom.

● A major role in  such an understanding  is played by parton-parton scattering that is 

described by  perturbative QCD.

                                           

For relatively simple final states and/or inclusive observables, higher precision can be 
achieved both experimentally and theoretically. 

Friday, August 26, 16



The year of NNLO and N3LO

dijets O(3%) gluon-gluon, gluon-quark PDFs, strong couplings, BSM

H+0 jet O(3-5 %) fully inclusive (N3LO ) Higgs couplings

H+1 jet O(7%) fully exclusive; Higgs 
decays, infinite mass tops

Higgs couplings, Higgs pt, structure for the 
ggH vertex.

tT pair O(4%) fully exclusive, stable tops top cross section, mass, pt, FB asymmetry, 
PDFs, BSM

single top O(1%) fully exclusive, top decays, 
t-channel Vtb, width, PDFs

WBF O(1%) exclusive, VBF cuts Higgs couplings

W+j O(1%) fully exclusive, decays PDFs

Z+j O(1-3%) decays, off-shell effects PDFs

ZH O(3-5 %) decays to bb at NLO Higgs couplings (H-> bb)

ZZ O(4%) fully exclusive Trilinear gauge couplings, BSM

WW O(3%) fully exclusive Trilinear gauge couplings, BSM

top decay O(1-2 %) exclusive Top couplings

H -> bb O(1-2 %) exclusive, massless Higgs couplings, boosted

Talks by Caola, Huss, Lindert, Jones, Wiesemann, Currie, Trocsanyi 

Friday, August 26, 16



What have we learned from these 
computations? 

Friday, August 26, 16



Higgs and no jets
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FIG. 2. Comparison of NNLO, NLL+NNLO and NNLL+NNLO results for jet-veto efficiencies for Higgs (left) and Z-boson
(right) production at the 8 TeV LHC. The Higgs plot includes the result from a POWHEG (revision 1683) [20, 40] plus Pythia
(6.426) [17, 41] simulation in which the Higgs-boson pt distribution was reweighted to match the NNLL+NNLO prediction
from HqT 2.0 [7] as in [21]. The lower panels show results normalised to the central NNLL+NNLO efficiencies.

Our central predictions have µR = µF = Q = M/2 and
scheme a matching, with MSTW2008NNLO PDFs [54].
We use the anti-kt [29] jet-algorithm with R = 0.5, as
implemented in FastJet [55]. For the Higgs case we use
the large mtop approximation and ignore bb̄ fusion and
b’s in the gg → H loops (corrections beyond this approx-
imation have a relevant impact [16, 56]). To determine
uncertainties we vary µR and µF by a factor of two in
either direction, requiring 1/2 ≤ µR/µF ≤ 2. Maintain-
ing central µR,F values, we also vary Q by a factor of
two and change to matching schemes b and c. Our final
uncertainty band is the envelope of these variations. In
the fixed-order results, the band is just the envelope of
µR,F variations.

The results for the jet-veto efficiency in Higgs and Z-
boson production are shown in Fig. 2 for 8 TeV LHC
collisions. Compared to pure NNLO results, the cen-
tral value is slightly higher and for Higgs production, the
uncertainties reduced, especially for lower pt,veto values.
Compared to NNLO+NLL results [21], the central values
are higher, sometimes close to edge of the NNLO+NLL
bands; since the NNLO+NLL results used the same ap-
proach for estimating the uncertainties, this suggests that
the approach is not unduly conservative. In the Higgs
case, the NNLO+NNLL uncertainty band is not particu-
larly smaller than the NNLO+NLL one. This should not
be a surprise, since [21] highlighted the existence of pos-
sible substantial corrections beyond NNLL and beyond
NNLO. For the Higgs case, we also show a prediction
from POWHEG [20, 40] interfaced to Pythia 6.4 [17] at
parton level (Perugia 2011 shower tune [41]), reweighted

to describe the NNLL+NNLO Higgs-boson pt distribu-
tion from HqT (v2.0) [7], as used by the LHC experi-
ments. Though reweighting fails to provide NNLO or
NNLL accuracy for the jet veto, for pt,veto scales of prac-
tical relevance, the result agrees well with our central
prediction. It is however harder to reliably estimate un-
certainties in reweighting approaches than in direct cal-
culations.
Finally, we provide central results and uncertainties

for the jet-veto efficiencies and 0-jet cross sections (in
pb) with cuts (in GeV) like those used by ATLAS and
CMS, and also for a larger R value:

R pt,veto ε(7 TeV) σ(7 TeV)
0-jet ε(8 TeV) σ(8 TeV)

0-jet

0.4 25 0.63+0.07
−0.05 9.6+1.3

−1.1 0.61+0.07
−0.06 12.0+1.6

−1.4

0.5 30 0.68+0.06
−0.05 10.4+1.2

−1.1 0.67+0.06
−0.05 13.0+1.5

−1.5

1.0 30 0.64+0.03
−0.05 9.8+0.8

−1.1 0.63+0.04
−0.05 12.2+1.1

−1.4

Interestingly, the R = 1 results have reduced upper un-
certainties, due perhaps to the smaller value of the NNLL
f(R) correction (a large f(R) introduces significant Q-
scale dependence). The above results are without a ra-
pidity cut on the jets; the rapidity cuts used by ATLAS
and CMS lead only to small, < 1%, differences [21].
For the 0-jet cross sections above, we used total

cross sections at 7 TeV and 8 TeV of 15.3+1.1
−1.2 pb and

19.5+1.4
−1.5 pb respectively [57, 58] (based on results in-

cluding [45–49]) and took their scale uncertainties to be
uncorrelated with those of the efficiencies. Symmetris-
ing uncertainties, we find correlation coefficients between

Figure 6. N3LO+NNLL+LLR best prediction for the jet-veto cross section (blue/hatched) com-
pared to NNLO+NNLL (left) and fixed-order at N3LO (right).

LHC 13 TeV ✏N
3LO+NNLL+LL

R

⌃

N3LO+NNLL+LL
R

0-jet [pb] ⌃

N3LO
0-jet ⌃

NNLO+NNLL
0-jet

pt,veto = 25GeV 0.539+0.017
�0.008 24.7+0.8

�1.0 24.3+0.5
�1.0 24.6+2.6

�3.8

pt,veto = 30GeV 0.608+0.016
�0.007 27.9+0.7

�1.1 27.5+0.5
�1.1 27.7+2.9

�4.0

Table 2. Predictions for the jet-veto efficiency and cross section at N3LO+NNLL+LLR, compared
to the N3LO and NNLO+NNLL cross sections. The uncertainty in the fixed-order prediction is
obtained using the JVE method. All numbers include the effect of top and bottom quark masses,
treated as described in the text, and are for a central scale µ

0

= mH/2.

The right-hand plot of Fig. 7 shows our best prediction with uncertainty obtained
with the JVE method, compared to the case of just scale (i.e. µR, µF , Q) variations. We
observe a comparable uncertainty both at small and at large transverse momentum, which
indicates that the JVE method is not overly conservative in the tail of the distribution. We
have observed that the same features persist for the corresponding differential distribution.
Table 3 contains the predictions for the inclusive one-jet cross section for two characteristic
pt,min choices.

4 Conclusions

In this article we have presented new state-of-the-art, N3LO+NNLL+LLR, predictions for
the jet-veto efficiency and the zero-jet cross section in gluon-fusion induced Higgs produc-
tion, as well as NNLO+NNLL+LLR results for the inclusive one-jet cross section. The
results, shown for 13 TeV LHC collisions, incorporate recent advances in the fixed-order
calculation of the total cross section [8], the fixed-order calculation of the one-jet cross sec-
tion [9–11] and the resummation of small-R effects [12]. They also include the earlier NNLL

– 15 –

Figure 7. Matched NNLO+NNLL+LLR prediction for the inclusive one-jet cross section
(blue/hatched) compared to fixed-order at NNLO (left) and to the matched result with direct
scale variation for the uncertainty (right), as explained in the text.

LHC 13 TeV ⌃
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R

�1-jet [pb] ⌃

NNLO
� 1-jet [pb]

pt,min = 25GeV 21.2+0.4
�1.1 21.6+0.5

�1.0

pt,min = 30GeV 18.0+0.3
�1.0 18.4+0.4

�0.8

Table 3. Predictions for the inclusive one-jet cross section at NNLO+NNLL+LLR and NNLO. The
uncertainty in the fixed-order prediction is obtained using the JVE method. All numbers include
the effect of top and bottom quark masses, treated as described in the text, and are for a central
scale µ

0

= mH/2.

jet pt resummation [5] including finite quark mass effects [23]. Uncertainties have been de-
termined using the jet-veto efficiency method, which has been updated here to take into
account the good perturbative convergence observed with the new fixed-order calculations.

Results for the jet-veto efficiency and zero-jet cross section for central scale choices of
µ0 = mH/2 and µ0 = mH are reported in tables 2 and 5, respectively. With our central scale
choice, µ0 = mH/2, we find that the inclusion of the new calculations decreases the jet-veto
efficiency by 2% with respect to the NNLO+NNLL prediction, and it has a substantially
smaller uncertainty, reduced from more than 10% to less than 5%.

In the zero-jet cross section, the reduction in the jet-veto efficiency is compensated
by a similar increase in the total cross section due to the N3LO correction, resulting in a
sub-percent effect. In comparison to the N3LO result, the matched N3LO+NNLL+LLR

jet-veto efficiency and zero-jet cross section are about 2% larger, and have comparable
(⇠ 3 � 4%) theoretical errors. The picture is different for a central scale µ0 = mH , as
discussed in appendix B. In this case the jet-veto efficiency at N3LO+NNLL+LLR decreases
by more than 5% with respect to the NNLO+NNLL result, while it is in perfect agreement
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• No breakdown of fixed order perturbation theory 
for pT ~ 25- 30 GeV ;

• Reliable uncertainty estimate from lower orders; 
residual errors O(3-5) percent for the two jet bins; 

• Re-summed results change fixed-order results 
within the error bars of the former/latter.  There 
seems to be little difference between re-summed 
and fixed order results. 
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FIG. 2. Comparison of NNLO, NLL+NNLO and NNLL+NNLO results for jet-veto efficiencies for Higgs (left) and Z-boson
(right) production at the 8 TeV LHC. The Higgs plot includes the result from a POWHEG (revision 1683) [20, 40] plus Pythia
(6.426) [17, 41] simulation in which the Higgs-boson pt distribution was reweighted to match the NNLL+NNLO prediction
from HqT 2.0 [7] as in [21]. The lower panels show results normalised to the central NNLL+NNLO efficiencies.

Our central predictions have µR = µF = Q = M/2 and
scheme a matching, with MSTW2008NNLO PDFs [54].
We use the anti-kt [29] jet-algorithm with R = 0.5, as
implemented in FastJet [55]. For the Higgs case we use
the large mtop approximation and ignore bb̄ fusion and
b’s in the gg → H loops (corrections beyond this approx-
imation have a relevant impact [16, 56]). To determine
uncertainties we vary µR and µF by a factor of two in
either direction, requiring 1/2 ≤ µR/µF ≤ 2. Maintain-
ing central µR,F values, we also vary Q by a factor of
two and change to matching schemes b and c. Our final
uncertainty band is the envelope of these variations. In
the fixed-order results, the band is just the envelope of
µR,F variations.

The results for the jet-veto efficiency in Higgs and Z-
boson production are shown in Fig. 2 for 8 TeV LHC
collisions. Compared to pure NNLO results, the cen-
tral value is slightly higher and for Higgs production, the
uncertainties reduced, especially for lower pt,veto values.
Compared to NNLO+NLL results [21], the central values
are higher, sometimes close to edge of the NNLO+NLL
bands; since the NNLO+NLL results used the same ap-
proach for estimating the uncertainties, this suggests that
the approach is not unduly conservative. In the Higgs
case, the NNLO+NNLL uncertainty band is not particu-
larly smaller than the NNLO+NLL one. This should not
be a surprise, since [21] highlighted the existence of pos-
sible substantial corrections beyond NNLL and beyond
NNLO. For the Higgs case, we also show a prediction
from POWHEG [20, 40] interfaced to Pythia 6.4 [17] at
parton level (Perugia 2011 shower tune [41]), reweighted

to describe the NNLL+NNLO Higgs-boson pt distribu-
tion from HqT (v2.0) [7], as used by the LHC experi-
ments. Though reweighting fails to provide NNLO or
NNLL accuracy for the jet veto, for pt,veto scales of prac-
tical relevance, the result agrees well with our central
prediction. It is however harder to reliably estimate un-
certainties in reweighting approaches than in direct cal-
culations.
Finally, we provide central results and uncertainties

for the jet-veto efficiencies and 0-jet cross sections (in
pb) with cuts (in GeV) like those used by ATLAS and
CMS, and also for a larger R value:

R pt,veto ε(7 TeV) σ(7 TeV)
0-jet ε(8 TeV) σ(8 TeV)

0-jet

0.4 25 0.63+0.07
−0.05 9.6+1.3

−1.1 0.61+0.07
−0.06 12.0+1.6

−1.4

0.5 30 0.68+0.06
−0.05 10.4+1.2

−1.1 0.67+0.06
−0.05 13.0+1.5

−1.5

1.0 30 0.64+0.03
−0.05 9.8+0.8

−1.1 0.63+0.04
−0.05 12.2+1.1

−1.4

Interestingly, the R = 1 results have reduced upper un-
certainties, due perhaps to the smaller value of the NNLL
f(R) correction (a large f(R) introduces significant Q-
scale dependence). The above results are without a ra-
pidity cut on the jets; the rapidity cuts used by ATLAS
and CMS lead only to small, < 1%, differences [21].
For the 0-jet cross sections above, we used total

cross sections at 7 TeV and 8 TeV of 15.3+1.1
−1.2 pb and

19.5+1.4
−1.5 pb respectively [57, 58] (based on results in-

cluding [45–49]) and took their scale uncertainties to be
uncorrelated with those of the efficiencies. Symmetris-
ing uncertainties, we find correlation coefficients between

Figure 6. N3LO+NNLL+LLR best prediction for the jet-veto cross section (blue/hatched) com-
pared to NNLO+NNLL (left) and fixed-order at N3LO (right).

LHC 13 TeV ✏N
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NNLO+NNLL
0-jet

pt,veto = 25GeV 0.539+0.017
�0.008 24.7+0.8

�1.0 24.3+0.5
�1.0 24.6+2.6

�3.8

pt,veto = 30GeV 0.608+0.016
�0.007 27.9+0.7

�1.1 27.5+0.5
�1.1 27.7+2.9

�4.0

Table 2. Predictions for the jet-veto efficiency and cross section at N3LO+NNLL+LLR, compared
to the N3LO and NNLO+NNLL cross sections. The uncertainty in the fixed-order prediction is
obtained using the JVE method. All numbers include the effect of top and bottom quark masses,
treated as described in the text, and are for a central scale µ

0

= mH/2.

The right-hand plot of Fig. 7 shows our best prediction with uncertainty obtained
with the JVE method, compared to the case of just scale (i.e. µR, µF , Q) variations. We
observe a comparable uncertainty both at small and at large transverse momentum, which
indicates that the JVE method is not overly conservative in the tail of the distribution. We
have observed that the same features persist for the corresponding differential distribution.
Table 3 contains the predictions for the inclusive one-jet cross section for two characteristic
pt,min choices.

4 Conclusions

In this article we have presented new state-of-the-art, N3LO+NNLL+LLR, predictions for
the jet-veto efficiency and the zero-jet cross section in gluon-fusion induced Higgs produc-
tion, as well as NNLO+NNLL+LLR results for the inclusive one-jet cross section. The
results, shown for 13 TeV LHC collisions, incorporate recent advances in the fixed-order
calculation of the total cross section [8], the fixed-order calculation of the one-jet cross sec-
tion [9–11] and the resummation of small-R effects [12]. They also include the earlier NNLL
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Figure 7. Matched NNLO+NNLL+LLR prediction for the inclusive one-jet cross section
(blue/hatched) compared to fixed-order at NNLO (left) and to the matched result with direct
scale variation for the uncertainty (right), as explained in the text.
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Table 3. Predictions for the inclusive one-jet cross section at NNLO+NNLL+LLR and NNLO. The
uncertainty in the fixed-order prediction is obtained using the JVE method. All numbers include
the effect of top and bottom quark masses, treated as described in the text, and are for a central
scale µ

0

= mH/2.

jet pt resummation [5] including finite quark mass effects [23]. Uncertainties have been de-
termined using the jet-veto efficiency method, which has been updated here to take into
account the good perturbative convergence observed with the new fixed-order calculations.

Results for the jet-veto efficiency and zero-jet cross section for central scale choices of
µ0 = mH/2 and µ0 = mH are reported in tables 2 and 5, respectively. With our central scale
choice, µ0 = mH/2, we find that the inclusion of the new calculations decreases the jet-veto
efficiency by 2% with respect to the NNLO+NNLL prediction, and it has a substantially
smaller uncertainty, reduced from more than 10% to less than 5%.

In the zero-jet cross section, the reduction in the jet-veto efficiency is compensated
by a similar increase in the total cross section due to the N3LO correction, resulting in a
sub-percent effect. In comparison to the N3LO result, the matched N3LO+NNLL+LLR

jet-veto efficiency and zero-jet cross section are about 2% larger, and have comparable
(⇠ 3 � 4%) theoretical errors. The picture is different for a central scale µ0 = mH , as
discussed in appendix B. In this case the jet-veto efficiency at N3LO+NNLL+LLR decreases
by more than 5% with respect to the NNLO+NNLL result, while it is in perfect agreement
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• No breakdown of fixed order perturbation theory 
for pT ~ 25- 30 GeV ;

• Reliable uncertainty estimate from lower orders; 
residual errors O(3-5) percent for the two jet bins; 

• Re-summed results change fixed-order results 
within the error bars of the former/latter.  There 
seems to be little difference between re-summed 
and fixed order results. 
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Fiducial cross sections
A very useful feature of fixed order computations is their ability to describe sensibly defined 
fiducial cross sections. This turns out to be quite relevant....
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Figure 12: Distribution in the pT of the leading lepton. W+W� cuts are applied. Absolute
predictions and relative corrections as in Figure 4.

(a) (b)

Figure 13: Distribution in the pT of the subleading lepton. W+W� cuts are applied. Absolute
predictions and relative corrections as in Figure 4.

21

final state is a consequence of the fact that the quark
initiated production cross section for pp ! W+W� and
the uncertainties of the final result are about a factor
of seven larger than the quark initiated cross section
for pp ! ZZ, while the gluon fusion contribution to
W+W� process is only three times larger.

We repeat the calculation for proton-proton colli-
sions at 13 TeV. For the gg ! W+W� ! ⌫ee

+µ�⌫̄µ
process, we find the LO and the NLO cross sections,

�W+W�

gg,LO = 56.5+15.4
�11.5 fb, �W+W�

gg,NLO = 79.5+4.2
�5.9 fb. (4)

The NLO corrections increase the cross section by a
factor of 1.2�1.6, with an increase of 1.4 at the central
scale. The relative size of QCD radiative corrections is,
therefore, similar to that at 8 TeV. The consequences
of this increase for the NNLO QCD prediction of pp !
W+W� cross sections are again similar to what was
described earlier for the 8 TeV case; the NLO QCD
corrections to gg ! W+W� increase the full NNLO
cross section by about 2% which, roughly, corresponds
to the scale uncertainty of the NNLO QCD computation
[26].

Next, we discuss kinematic distributions. We present
results for the 8 TeV LHC. We have also studied kine-
matic distributions at 13 TeV and found a qualitatively
similar behavior. A representative sample for the 8 TeV
LHC is shown in Figs. 2 and 3. In Fig. 2 we display the
positron transverse momentum distribution p?,`+ and
the distribution of the invariant mass of the dilepton
system m`+`� . In Fig. 3 we present the distribution of
the azimuthal opening angle between the charged lep-
tons ��`+`� and the transverse mass of the W+W�

system defined as

mT,WW =
q

2p?,`+`�E?,miss(1� cos �̃). (5)

In the definition of the transverse mass, we introduced
the following notation: p?,`+`� is the transverse mo-
mentum of the `+`� system, E?,miss is the missing en-
ergy, and �̃ is the azimuthal angle between the direc-
tion of the `+`� system and the missing momentum.
We observe that for all kinematic distributions shown
in Figs. 2 and 3, with the exception of the mT,WW one,
the NLO results can be obtained from the LO results
by re-scaling the latter by the constant factor deter-
mined by the NLO QCD e↵ects in the total cross sec-
tion. The situation is di↵erent for the mT,WW distribu-
tion, where the LO distribution vanishes at low values
of mT,WW , leading to an infinite relative correction in
this kinematic regime. This behavior is easily under-
stood. Indeed, vanishing of mT,WW requires all leptons
in the final state to be collinear. This is not possible at
LO but may occur at NLO when the W+W� system
as a whole recoils against an additional jet in the final
state.2 We also note that, with the exception of the last

2 This interpretation is of course independent of the initial

�µµ,8 TeV �ee,8 TeV �eµ,8 TeV

�gg,LO [fb] 5.94+1.89
�1.35 5.40+1.71

�1.23 9.79+3.13
�2.24

�gg,NLO [fb] 7.01�0.36
�0.17 6.40�0.32

�0.16 11.78�0.46
�0.34

Table 1: LO and NLO gluon-initiated fiducial cross sections for
in the ee, µµ, and eµ decay channels. The kinematic cuts are
defined in Ref. [62]. The central value corresponds to µ = µ0; the
upper (lower) value to µ = 0.5µ0 (2µ0), respectively. We remind
the reader that these numbers do not include contributions from
the third generation, see text for details.

bin, the ��`+`� distribution is remarkably uniform at
LO, and this uniformity is maintained at NLO. This is
an interesting feature since the Higgs-mediated process
gg ! H⇤ ! W+W� ! 2l2⌫ produces a larger number
of charged lepton pairs with a small relative opening
angle ��`+`� .

We now turn to the discussion of the fiducial cross
sections defined by a set of cuts used by the ATLAS
collaboration [62] for measurements with ee, µµ, and
eµ+ µe final states. These cuts are displayed in a con-
cise way in Table 1 of Ref. [46] and we do not repeat
them here. However, we note that these cuts include a
veto on events with jets with the transverse momentum
that exceeds 25 GeV. This is an important cut since
it reduces the amount of real radiation at NLO and,
therefore, is expected to reduce the magnitude of radia-
tive corrections compared to the inclusive cross section
case.

In Table 1, we present the fiducial volume cross sec-
tions for the gluon-initiated process at LO and NLO
QCD in these three channels. In order to accurately ac-
count for the cuts, these results are computed allowing
the W -bosons to be o↵ the mass shell. The NLO QCD
values for fiducial cross sections appear to be maximal
at the central scale. For our choice of the central scale,
the NLO corrections increase the fiducial cross sections
by 18%� 20%, independent of the decay channel. This
is substantially smaller than the relative size of radia-
tive corrections found for the inclusive cross section. As
already mentioned, this large di↵erence between correc-
tions to inclusive and fiducial volume cross sections is
explained by the presence of a jet veto in the ATLAS
cuts which removes real-emission contributions with a
hard gluon. Since the hard gluon radiative cross sec-
tion is positive, the NLO cross section with a jet veto
is smaller than the cross section without it. A similar
e↵ect is known in Higgs production in gluon fusion [63].

Our observation of smaller radiative corrections in
the fiducial volume cross section is important since it
points towards potential problems with extrapolating
fiducial volume cross sections to their inclusive values.

state; therefore, this e↵ect should be seen in qq̄ ! W+W� at
NLO, if no cuts are placed on the leptons. We have checked that
this is indeed the case using the program MFCM [61].

4

NNLO QCD corrections to pp -> WW fiducial cross sections are dominated by gluon fusion; 
the K-factor for fiducial gluon fusion is  much smaller than the K-factor for the inclusive.
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Fiducial cross sections
A very useful feature of fixed order computations is their ability to describe sensibly defined 
fiducial cross sections. This turns out to be quite relevant at the level of precision we talk 
about.
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Quite different corrections to inclusive WBF and the WBF with particular cuts. Shapes of 
distributions related to jet dynamics are not captured by parton showers and NLO. 

Mistelberger

Cacciari,  Dreyer, Kalberg, Salam, Zanderighi

�nocuts[pb] �VBF cuts[pb]

LO 4.032+0.057
�0.069 0.957+0.066

�0.059

NLO 3.929+0.024
�0.023 0.876+0.008

�0.018

NNLO 3.888+0.016
�0.012 0.826+0.013

�0.014

p
j1,2
? > 25 GeV, |yj1,2 | < 4.5,

�yj1,j2 = 4.5, mj1,j2 > 600 GeV,

yj1yj2 < 0, �R > 0.4

WBF cuts
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Fiducial cross sections
A very useful feature of fixed order computations is their ability to describe sensibly defined 
fiducial cross sections. This turns out to be quite relevant at the level of precision we talk 
about.
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FIG. 1. Sketch of t-channel single-top quark production and
decay; ub ! dt with t ! e+⌫eb. Vl represents QCD cor-
rections to the light quark line, which could include interfer-
ence of the tree-diagram and the two-loop diagram, square of
the one-loop diagram (double-virtual), interference of the one-
loop diagram with one additional gluon and the tree-level dia-
gram with one additional gluon (real-virtual), and the square
of tree-level diagram with a pair of additional partons (double-
real). Vh and Vd represent the same type of corrections to the
heavy quark line and the decay part, respectively. There is
no cross talk between the light quark line, heavy quark line,
and the decay part in our calculation.

performed for charm quark production in neutrino deep
inelastic scattering (DIS) in Ref. [36]. For the correc-
tions to the light-quark line, we adopted the method of
“projection-to-Born” in Ref. [32]. The key ingredients
in this approach are the inclusive NNLO DIS coe�cient
functions [37–39], for which a conveniently parametrized
version is available [40, 41]. For the real-virtual correc-
tions, we extracted the one-loop helicity amplitudes from
DIS 2 jet production in Ref. [42], and we cross checked
with Gosam [43]. These ingredients were combined ac-
cording to Ref. [32], by constructing appropriate counter-
events with opposite weights for every event in the Monte
Carlo (MC) integration of double-real and real-virtual
contributions, which render the phase space integrals fi-
nite for infrared (IR) safe observables. For the decay part
of the calculation, we adopted the results in Ref. [44]. We
also take into account the product of two NLO correc-
tions from di↵erent combinations of the light-quark line,
the heavy-quark line, and the decay part.

Finally, we combine corrections to the production part
and decay part consistently in the NWA, as in Refs. [45–
47]. Schematically, we write

�
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�0
t

d�0d�0
t

��
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�0
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h
d�1d�0
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+ d�0(d�1
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i
, (1)

where d�i and d�i

t

denote the O(↵i

S) corrections to the
production and decay parts, respectively. For the full
NNLO corrections there are contributions from O(↵2

S)
production only, from the product of O(↵S) production
and O(↵S) decay, and from O(↵2

S) decay only, as shown
in Eq. (1). Inclusive production cross sections at each
order can be obtained after integration over the decay
phase space.

Numerical results. We use a top quark mass of 173.2
GeV and a W boson mass of 80.385 GeV. We set the
W boson decay branching ratio to 0.1086 for one lepton
family. We choose |V

tb

| = 1 and the CT14 NNLO parton
distribution functions (PDFs) [48] with ↵

s

(M
Z

) = 0.118.
The nominal scale choice is µ

R

= µ

F

= m

t

with scale
variation calculated by varying the two together over the
range 0.5 < µ/µ

o

< 2. We list the LO, NLO and NNLO
results for top quark and anti-quark production in Ta-
ble. I. The NNLO QCD corrections reduce the cross sec-
tions by 2 ⇠ 3 % compared to a reduction of 4 ⇠ 5 %
at NLO. The full NNLO corrections consist of pieces
from the heavy-quark line, the light-quark line, and the
products of them. There are cancellations between these
pieces as well as cancellations among di↵erent partonic
channels. Perturbative convergence of the separate QCD
series is well maintained, as we verified by checking the
individual pieces. Variations of the theoretical results as-
sociated with choices of the hard scales are reduced by a
factor of 4 at NLO compared with LO, and by a further
by a factor of 3 at NNLO with respect to NLO.

inclusive [pb] LO NLO NNLO

t quark 143.7+8.1%
�10% 138.0+2.9%

�1.7% 134.3+1.0%
�0.5%

t̄ quark 85.8+8.3%
�10% 81.8+3.0%

�1.6% 79.3+1.0%
�0.6%

TABLE I. Inclusive cross sections for top (anti-)quark pro-
duction at 13 TeV at various orders in QCD. The scale
uncertainties are calculated by varying the hard scale from
µF = µR = mt/2 to 2mt, and are shown in percentages.

Fiducial cross sections for t-channel single top-quark
production have been measured at 7 and 8 TeV [25, 26].
We choose a fiducial region for 13 TeV that is similar to
the one used in the CMS analysis [26] at 8 TeV. We use
the anti-k

T

jet algorithm [49] with a distance parameter
D = 0.5. Jets are defined to have transverse momentum
p

T

> 40 GeV and pseudorapidity |⌘| < 5. We require
exactly two jets in the final state, following the CMS and
ATLAS analyses, meaning that events with additional
jets are vetoed, and we require at least one of these to be
a b-jet with |⌘| < 2.4 [50, 51]. We demand the charged
lepton to have a p

T

greater than 30 GeV and rapidity
|⌘| < 2.4. For the fiducial cross sections reported below
we include top-quark decay to only one family of leptons.
Table II shows our predictions of the fiducial cross sec-

3

tions at di↵erent perturbative orders, with scale varia-
tions shown in percentages. We vary the renormalization
and factorization scales µ

R

= µ

F

in the top-quark pro-
duction stage, and the renormalization scale in the decay
stage, independently by a factor of two around the nomi-
nal scale choice. The resulting scale variations are added
in quadrature to obtain the numbers shown in Table II.
We also show the QCD corrections from production and
decay separately as defined in Eq. (1). All results shown
in Table II are for the central scale choice m

t

, as for the
inclusive cross sections. The NNLO corrections from the
product of O(↵S) production and O(↵S) decay can be
derived by subtracting the above two contributions from
the full NNLO corrections.

Changes of the QCD corrections after all kinematic
cuts are applied are evident if one compares Table II
with Table I. Acceptance in the charged lepton, the b-
jet, and the non-b jet produce these changes, as well as
the jet veto. We call attention to the fact that the NLO
QCD corrections in production have changed to �19%.
The NLO corrections in decay further reduce the cross
sections by about 8%. At NNLO the correction in pro-
duction is still dominant and can reach �6%. The size
of the NNLO correction in decay is smaller by about a
factor of 2, and it almost cancels with the correction
from the product of one-loop production and one-loop
decay. Scale variations have been reduced to about ±1%
at NNLO. Scale variation bands at various orders do not
overlap with each other in general.

fiducial [pb] LO NLO NNLO

t quark
total 4.07+7.6%

�9.8% 2.95+4.1%
�2.2% 2.70+1.2%

�0.7%

corr. in pro. -0.79 -0.24

corr. in dec. -0.33 -0.13

t̄ quark
total 2.45+7.8%

�10% 1.78+3.9%
�2.0% 1.62+1.2%

�0.8%

corr. in pro. -0.46 -0.15

corr. in dec. -0.21 -0.08

TABLE II. Fiducial cross sections for top (anti-)quark produc-
tion with decay at 13 TeV at various orders in QCD with a
central scale choice of mt in both production and decay. The
scale uncertainties correspond to a quadratic sum of varia-
tions from scales in production and decay, and are shown in
percentages. Corrections from pure production and decay are
also shown.

With fiducial cuts applied, the jet veto introduces an-
other hard scattering scale of p

T,veto

= 40 GeV in addi-
tion to m

t

. Thus it may be appropriate to choose a QCD
scale of (p

T,veto

m

t

)1/2 ⇠ m

t

/2, especially at lower per-
turbative orders where the gluon splitting contributions
are absorbed into the bottom-quark PDF. Alternative re-
sults with a central scale choice of m

t

/2 in production,
with the central scale m

t

retained in the decay part, show

better convergence of the series although the NNLO pre-
dictions are almost unchanged.
In experimental analyses, the total inclusive cross sec-

tions are usually determined through extrapolation of the
fiducial cross sections based on acceptance estimates ob-
tained from MC simulations. We can use the numbers
shown in Tables I and II to derive the parton-level ac-
ceptance at various orders. For top quark production,
the acceptances are 0.0283, 0.0214, and 0.0201 at LO,
NLO, and NNLO respectively. The NNLO corrections
can change the acceptance by 6% relative to the NLO
value. This change also propagates into the measurement
of the total inclusive cross section through extrapolation.
To compare our results with those in Ref. [24], we

calculated the NNLO total inclusive cross sections at 8
TeV using the same choices of parameters. We found a
di↵erence of ⇠ 1% on the NNLO cross sections. With
a refined comparison through private communications,
we traced the source of this discrepancy to NNLO
contributions associated with V

h

, with the b-quark
initial state. All other parts in the NNLO corrections
and all parts of the NLO contributions agree between
the two results within numerical uncertainties. It has
not been possible to further pin down the di↵erences.
We leave this issue for possible future investigation.

Di↵erential Distributions. We present di↵erential
distributions for top quark production with decay. The
e↵ects for top anti-quark distributions are similar. The
QCD corrections in production for the pseudorapidity
distribution of the non-b jet are shown in Fig. 2 after all
fiducial cuts are applied. Events with two b-jets in the
fiducial region are not included in the plot. The correc-
tions depend strongly on the pseudorapidity. The NNLO
corrections have a di↵erent shape from those at NLO
and can be even larger than the NLO corrections in the
regions of large pseudorapidity. The transverse momen-
tum distribution of the leading b-jet is plotted in Fig. 3
with QCD corrections included only in the decay. The
corrections reach a maximum for p

T,b

of about 90 GeV.
Acceptance limitations explain the peculiar shape of the
distribution. We observe a reduction in the hard scale
variations in both Figs. 2 and 3, calculated by varying
the corresponding scales by a factor of two around m

t

.
The NNLO predictions are generally outside of the bands
of the NLO scale variations.
Charge asymmetry is one of the precision observables

at the LHC, e.g., as measured in W boson produc-
tion [52–54]. It is insensitive to high-order corrections
and is less subject to experimental systematic uncertain-
ties. Moreover, since it is determined largely by the
PDFs, it can provide stringent constraints in PDF de-
terminations [48, 55]. The predicted ratio of the fiducial
cross sections for top anti-quark and top quark produc-
tion is presented in the upper panel of Fig. 4 as a function
of the pseudorapidity of the charged lepton. The ratio

A similar picture for the t-channel single top production -- very small O(1%) 
corrections to total cross section but become large (-19% @ NLO and -8% @ NNLO) 
if fiducial selection cuts (exactly two jets with pt > 40 GeV) are applied.
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FIG. 2. Predicted pseudorapidity distribution of the non-b
jet in the final state from top quark production with decay at
13 TeV with fiducial cuts applied. Only QCD corrections in
production are included.
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FIG. 3. Predicted transverse momentum distribution of the
leading b-jet from top quark production with decay at 13 TeV
with fiducial cuts applied. Only QCD corrections in decay are
included.

is less than one since there are more u-valence quarks
than d-valence quarks in the proton, and it decreases
with pseudorapidity because the d/u ratio decreases at

large x [48]. The uncertainty flags show the statistical
uncertainty from the MC integration. The ratios of the
three curves are shown in the lower panel. The spread
of the LO, NLO, and NNLO predictions is about 1% in
the central region. At large |⌘

l

|, the NLO correction can
reach about 2%, and the additional NNLO correction is
well below one percent. Also shown in the lower panel
are the 68% confidence-level uncertainty bands for three
sets of NNLO PDFs: CT14 [48], MMHT2014 [56] and
NNPDF3.0 [57]. For simplicity, we obtained these bands
using the LO matrix elements and the NNLO PDFs, and
we verified that quantitatively similar central values of
the bands are obtained if we use NLO matrix elements.
Since the PDF induced uncertainty is much larger than
the theoretical uncertainty of its NNLO prediction, the
charge ratio can be used reliably to further discriminate
among and constrain the PDFs, provided that experi-
mental uncertainties can be controlled to the same level,
as is also pointed out in [24]. This charge ratio may
also be sensitive to certain kinds of physics beyond the
SM [58].

NNLO
NLO
LO
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FIG. 4. Ratios of the fiducial cross sections of top anti-quark
to top quark production with decay at 13 TeV as a function
of the pseudorapidity of the charged lepton. The lower panel
shows ratios to the LO prediction as well as dependence on
the choice of PDFs.

Summary. We present the first calculation of NNLO
QCD corrections to t-channel single top quark produc-
tion with decay at the LHC in the 5-flavor scheme in
QCD, neglecting the cross-talk between the hadronic
systems of the two incoming protons. Our calculation
provides a fully di↵erential simulation at NNLO for
t-channel single top-quark production with leptonic

Berger, Cao, Yuan, Zhu

Talk by Frederix
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What can we do with these calculations?
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HIGGS BOSON

▸ Precise measurement 

▸ 3.8 sigma deviation 

▸ 1500 papers about new 
physics on the arXiv 

▸ SM fails

Data Theory

[p
b]

 
H

→
pp
σ

20

30

40

50

60

70

80

90
Preliminary data

 combinedl4→*ZZ→H, γγ→H

 = 125 GeVHm = 13 TeV,  s,  H→pp
Hbb + Htt + VH  =  VBF + XH

QCD scale uncertainty
)sα PDF+⊕(scale, Tot. uncert. 

LO

COMPARE DATA TO PREDICTION

B. Mistlberger

Make sure we do not miss a large effect
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GGF

GLUON FUSION - INCLUSIVE CROSS SECTION

▸ LHC predictions demand effects beyond pure EFT 

▸ Mass corrections & EWK effects

~88.2%

GGF

GLUON FUSION - INCLUSIVE CROSS SECTION

▸ LHC predictions demand effects beyond pure EFT 

▸ Mass corrections & EWK effects

~88.2%

GGF

GLUON FUSION - INCLUSIVE CROSS SECTION

~88.2%

▸ Many residual uncertainties of comparable importance 

▸ Todo List:  - Full mass dependent NNLO  
- Mixed                  corrections 
- N3LO PDFs 
….

O(↵↵S)

Make sure we do not miss a small effect

B. Mistlberger

Typical BSM corrections to Higgs couplings are expected at the few percent level for 
O(1TeV)  New Physics

Anastasiou, Duhr, Dulat, Furlan, Gehrmann, Herzog, Lazopoulos, Mistlberger
Friday, August 26, 16



Although moderate in the SM, all-order effects can be useful when studying 
constraints on the light-quark Yukawa couplings using transverse momentum  
distributions of the Higgs and recoiling jets —> few % precision required 

Quark masses - Yukawa couplings

[Bishara, Haisch, PM, Re ’16] 
[Soreq, Zhu, Zupan ’16] 
[Bonner, Logan ’16]e.g. bottom and charm Yukawas

21
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[Bonner, Logan ’16]e.g. bottom and charm Yukawas

21

Higgs physics - pT distribution

Currently known at NNLL+NNLO in HEFT: 
• Interesting example (one of many) of observable with zeros away from the 

Sudakov limit (two kinematic mechanisms competing in the limit pt -> 0) 
• resummation if rIRC safe 
• new handle on joint resummations and Sudakov shoulders 
!
!
!
!
!
!

!
!

18

[PM, Re, Torrielli ‘16]

Resummation relevant below 
 pt ~ 40 GeV - th. uncertainties ~ 10%

Many effects beyond this point: 
• Luminosity uncertainties estimated to 

be ~ 3% 
• strong coupling unc. ~ 2% 
• quark masses (known at LO) ~ 5-6% in 

this region 
• hadronisation ~ 2-4% 
!

• N3LL+NNLO on its way : little effect on 
central values, but theory uncertainties 
halved (~5%). We should star t 
worrying about  other effects

[Li, Zhu ‘16]

When the full theory is considered the bottom-quark amplitudes are 
enhanced by (regular) logarithms of the ratio           in the region                                 

!
• Subject of discussion in the past years: what’s their impact at HO ?

Should they be resummed ? 
!

• Amplitude DL resummed in the abelian limit ~Cf^n as^n L^2n    
!
!
!
!
!
!
!

Corrections in the abelian limit beyond LO are moderate: at two loops ~ 2% 
of which only 0.2% is pt dependent (strong cancellations) - an order of 
magnitude smaller at 3 loops…

Masses and soft factorisation
Top and bottom loops have also a different behaviour with respect to 
factorisation of soft emissions in the region 

pt ⌧ mH ⌧ mt mb ⌧ pt ⌧ mH

H

W+

W�

W+

W�

H

pt
pt

p
t,veto = 25� 30GeV

Top loop: Bottom loop:

Soft gluons cannot resolve the 
top loop      factorisation OK)

Soft gluons can resolve a bottom 
loop      factorisation breaking?)

mbmtQuark masses

19

m2
b << p2t << m2

Hpt/mb

[Melnikov, Penin ‘16]
e.g.

Full NLO result important for %-level theory,  
all-order corrections expected to remain moderate

! A++± = ±2 ln
m

2
b

m

2
H

Z 1�⌧t

0

1� e

�x⌘(1�⌘)

x⌘

d⌘ , ⌧t ⇠ ln
m

2
b

p

2
t

/ ln
m

2
b

m

2
H

Talks by Monni, Rothen, Sargsyan

Learn about light quark Yukawa couplings
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Put meaningful  constraints on the Higgs boson self-
coupling

2

L � �V (�), V (�) =
1

2
µ2�2 +

1

4
��4

Higgs Lagrangian:

EW symmetry breaking

m2
H

2
H2 +

m2
H

2v
H3 +

m2
H

8v2
H4

Higgs pair production probes triple-Higgs coupling

Motivation

�LO (fb) �NLO (fb)

B.I. HEFT 19.85+27.6%
�20.5% 38.32+18.1%

�14.9%

FTapprox 19.85+27.6%
�20.5% 34.26+14.7%

�13.2%

Full Theory 19.85+27.6%
�20.5% 32.91+13.6%

�12.6%
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Results (I): Invariant Mass

PDF4LHC15_nlo_30_pdfas 

Uncertainty:

µR = µF =
mHH

2

mH = 125 GeV
mT = 173 GeV

µ 2
hµ0

2

, 2µ0

i
(7� point)

HEFT: Outside scale var.
mhh > 420GeV

FTapp: Outside scale var. 
mhh > 620GeV

HEFT overestimates by 16% 
FTap. overestimates by 4%

p
s = 14GeV

±0.3%(stat.)± 0.1%(int.)

�LO (fb) �NLO (fb)

B.I. HEFT 19.85+27.6%
�20.5% 38.32+18.1%

�14.9%

FTapprox 19.85+27.6%
�20.5% 34.26+14.7%

�13.2%

Full Theory 19.85+27.6%
�20.5% 32.91+13.6%

�12.6%

0.00

0.05

0.10

0.15

0.20

d
�
/d

m
h
h
[f
b
/G

eV
]

LO

B-i. NLO HEFT

NLO FTapprox

NLO

300 400 500 600 700 800 900 1000
mhh [GeV]

0.5
1.0
1.5
2.0

K
fa

ct
or

17

Results (I): Invariant Mass

PDF4LHC15_nlo_30_pdfas 

Uncertainty:

µR = µF =
mHH

2

mH = 125 GeV
mT = 173 GeV

µ 2
hµ0

2

, 2µ0

i
(7� point)

HEFT: Outside scale var.
mhh > 420GeV

FTapp: Outside scale var. 
mhh > 620GeV

HEFT overestimates by 16% 
FTap. overestimates by 4%

p
s = 14GeV

±0.3%(stat.)± 0.1%(int.)

21

Triple-Higgs Coupling Sensitivity
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LO
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NLO HEFT

NLO FTapprox

SM: Destructive interference 
between         and      contrib. 

Distributions: can help to 
distinguish between    values

qq̄ → ZHH

qq̄′ → WHH

qq′ → HHqq′

gg → HH

√
s = 14 TeV, MH = 125 GeV

σ(pp → HH +X)/σSM

λHHH/λSM
HHH

5310-1-3-5

40

35
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25

20

15
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5

0

Baglio, Djouadi, Gröber, Mühlleitner, Quevillon, Spira 12

ghhh y2T

VBF

�

VBF: More sensitive (but small XS)

ghhh = �gSMhhh

pmin
T,jet

Barr, Dolan, Englert, Ferreira de Lima, Spannowsky 15;  
Mangano et al. 16; Goertz, Papaefstathiou, Yang, Zurita 13; 
Behr, Bortoletto, Frost, Hartland, Issever, Rojo 15

Can increase sensitivity to HH: 
•          cut 
•  
•Multivariate 
�(gg ! HH)/�(gg ! H)

bb̄bb̄

Talk by S. Jones

Borowka, Greiner, Heinrich, Kerner, Schenk, Schubert, 
Zirke

7

H(iggs)EFT:                
Effective tree-level couplings between gluons and Higgs 
Lowers number of loops by 1

HEFT valid for

Born improved NLO HEFT:

HH production for

Higgs EFT

d�NLO(mT ) ⇡ d�̄NLO(mT ) ⌘
d�NLO(mT ! 1)

d�LO(mT ! 1)
d�LO(mT )

Spira et al. (HPAIR)

Small energy range in which HEFT is technically justified

mT ! 1

p
ŝ ⌧ 2mT

2mH <
p
ŝ

?
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Figure 2. The unnormalised Z-boson transverse momentum distribution for the cuts given in
Table 1 and 66 GeV < m`` < 116 GeV. ATLAS data is taken from Ref. [15]. The luminosity error
is not shown. The green bands denote the NLO prediction with scale uncertainty and the blue
bands show the NNLO prediction with scale uncertainty.
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Figure 3. The normalised Z-boson transverse momentum distribution for the cuts given in Table 1
and 66 GeV < m`` < 116 GeV. ATLAS data is taken from Ref. [15]. The green bands denote the
NLO prediction with scale uncertainty and the blue bands show the NNLO prediction with scale
uncertainty.

the data by the measured values for the inclusive lepton pair cross section in this fiducial

bin. The cross section for this mass window was measured to be [15],

�exp(66 GeV < m`` < 116 GeV) = 537.10± 0.45% (sys.)± 2.80% (lumi.) pb.

– 5 –

Z+jet production @NNLO

Constrain gluon PDF  and/or power corrections using Z-
bosons recoiling against QCD radiation

Talk by Huss

Gehrmann-De Ridder, Gehrmann, Glover, Huss, Morgan

Astonishing precision in the Z pt spectrum (and related observables)  
• ~1% uncertainty down to pt ~ 1 GeV - an order of magnitude smaller for 

phi* ! 
• modest discrepancy at pt > 30 GeV with NNLO 
• consider normalised fiducial distribution 
• lack of theory at small pt - N3LL already necessary below 10 GeV 
!
!

24

Z+jet

-> Talk by A. Huss

↵2
s

e.g. approx N3LL+NLO pT distribution give 
a residual 2-3% uncertainty down to ~4 GeV 

(potentially better for phi*)

now computed exactly [Li, Zhu ’16]

T. Luebbert’s talk at SCET 2016

Can we use this data to learn something 
on running coupling or 

NP effects (some discrepancies between  
MCs and analytic models) ?
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Jets in DIS

Jet production
• Dijet production in BGF channel at LO 

• rare handle on gluon PDF and        at HERA 

• Inclusive jet production, measure 

• dijets, measure                                      and                  

• normalized distributions (relative to NC DIS) for clean measurements

QCD Compton scattering Boson-gluon fusion

P jet
T

hPT i2 =
1

2
(PT,1 + PT,2) ⇠2 = x(1 +M

2
12/Q

2)

⇠P↵s

Better constrain gluon PDF and the strong 
coupling constant with HERA dataH1 low Q2 inclusive jet
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New predictions

Phys. Rev. Lett. 117 (2016) 042001
 hadr. corr.⊗NNLO 

Phys. Rev. D 92 (2015) 074037
 hadr. corr.⊗aNNLO 
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Figure 2: Ratio of normalised inclusive jet cross sections, NNLO and aNNLO predictions to
the NLO predictions. Other details as in fig. 1.

8

 [GeV]jet
TP

5 6 7 10 20 30 40

NL
O

σ
 / 

σ

0.2
0.4
0.6
0.8

1
1.2
1.4
1.6
1.8 2  8 GeV < 

2Q < 5.5

 [GeV]jet
TP

5 6 7 10 20 30 40

NL
O

σ
 / 

σ

0.2
0.4
0.6
0.8

1
1.2
1.4
1.6
1.8 2GeV  30 < 

2Q <  22

Norm. inclusive jet
H1 HERA-II (prel.)

Eur. Phys. J. C75 (2015) 65
H1 HERA-II

Systematic uncertainty

 hadr. corr.⊗NLO 

New predictions

Phys. Rev. Lett. 117 (2016) 042001
 hadr. corr.⊗NNLO 

Phys. Rev. D 92 (2015) 074037
 hadr. corr.⊗aNNLO 

 [GeV]jet
TP

5 6 7 10 20 30

NL
O

σ
 / 

σ

0.2
0.4
0.6
0.8

1
1.2
1.4
1.6
1.8 2GeV  11 < 

2Q <   8

 [GeV]jet
TP

5 6 7 10 20 30

NL
O

σ
 / 

σ

0.2
0.4
0.6
0.8

1
1.2
1.4
1.6
1.8 2GeV  42 < 

2Q <  30

 [GeV]jet
TP

6 7 10 20 30 40

NL
O

σ
 / 

σ

0.2
0.4
0.6
0.8

1
1.2
1.4
1.6
1.8 2GeV 200 < 

2Q < 150

 [GeV]jet
TP

6 7 10 20 30 40

NL
O

σ
 / 

σ

0.2
0.4
0.6
0.8

1
1.2
1.4
1.6
1.8 2GeV 700 < 

2Q < 400

 [GeV]jet
TP

5 6 7 10 20 30 40

NL
O

σ
 / 

σ

0.2
0.4
0.6
0.8

1
1.2
1.4
1.6
1.8 2GeV  16 < 

2Q <  11

 [GeV]jet
TP

5 6 7 10 20 30 40

NL
O

σ
 / 

σ

0.2
0.4
0.6
0.8

1
1.2
1.4
1.6
1.8 2GeV  60 < 

2Q <  42

 [GeV]jet
TP

6 7 10 20 30 40

NL
O

σ
 / 

σ

0.2
0.4
0.6
0.8

1
1.2
1.4
1.6
1.8 2GeV 270 < 

2Q < 200

 [GeV]jet
TP

6 7 10 20 30 40

NL
O

σ
 / 

σ

0.2
0.4
0.6
0.8

1
1.2
1.4
1.6
1.8 2GeV 5000 < 

2Q < 700

 [GeV]jet
TP

5 6 7 10 20 30

NL
O

σ
 / 

σ

0.2
0.4
0.6
0.8

1
1.2
1.4
1.6
1.8 2GeV  22 < 

2Q <  16

 [GeV]jet
TP

5 6 7 10 20 30

NL
O

σ
 / 

σ

0.2
0.4
0.6
0.8

1
1.2
1.4
1.6
1.8 2GeV  80 < 

2Q <  60

 [GeV]jet
TP

6 7 10 20 30 40

NL
O

σ
 / 

σ

0.2
0.4
0.6
0.8

1
1.2
1.4
1.6
1.8 2GeV 400 < 

2Q < 270

 [GeV]jet
TP

6 7 10 20 30 40

NL
O

σ
 / 

σ

0.2
0.4
0.6
0.8

1
1.2
1.4
1.6
1.8 2GeV 15000 < 2Q < 5000

Figure 2: Ratio of normalised inclusive jet cross sections, NNLO and aNNLO predictions to
the NLO predictions. Other details as in fig. 1.
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Strong coupling constant
!
!

Tension between NNLL (N3LL)+NNLO 
extractions event-shape
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Strong coupling constant

World average: [Bethke, Salam, Dissertori ’15]
↵s(MZ) = 0.1177± 0.0013(1.1%) weighted

↵s(MZ) = 0.1181± 0.0013(1.1%) unweighted

• Large tension between extractions 
from NNLL (N3LL)+NNLO event 
shapes and lattice calculations 
!

• At LEP energies issues with high 
correlation between perturbative 
and hadronisation corrections from 
analytic models 

!
• Thrust and C-parameter very 

similar (correlated) observables, 
with very same NP behaviour 

!
• Low values of as are disfavoured 

by some LHC measurements

5 D. Wicke, G. Salam hep-ph/0102343
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Figure 9: 1-σ confidence-level contours from fits to event-shape variables in a range of
schemes. (a) fits in the default schemes (normal hadron level); (b) fits in the E-scheme
(normal hadron level), with arrows indicating the motion of the contour in going from the
default to the E-scheme; (c) fits in the E-scheme at resonance level, with arrows indicating
the motion of the contour from the decay-scheme, to the hadron-level E-scheme, to the res-
onance E-scheme — here the correction to resonance level has carried out using only events
with light primary quarks; (d) fits in the E-scheme at resonance level where the correction to
resonance level now includes events with heavy primary quarks as well — the arrows indicate
the motion from the ‘uds’ resonance level.

Shapes at NLO+NLL+power corr.+had. mass

Monni, Trocsanyi, Sommer

Low values of the strong  coupling 
constant also from the DIS  PDF fits.
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The analyses differ in many areas:
• different treatment of quarks with masses
• inclusion of various data sets and account for possible tensions 
• different assumption on values of strong couplings
• different assumptions in procedure (parametrisation, corrections)
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used for PDF4LHC recommendation
arXiv:1510.03865 : PDF4LHC sets

—> Different settings of extracting PDFs
can lead to different results that 

could affect the real ambiguity of 
cross section certainty 

PDF4LHC sets: a statistical combination PDFsets

Credit: J. Rojo 

PDF sets �(H)NNLO [pb]
nominal ↵s(MZ)

�(H)NNLO [pb]
↵s(MZ) = 0.115

�(H)NNLO [pb]
↵s(MZ) = 0.118

ABM12 [2] 39.80±0.84 41.62±0.46 44.70±0.50

CJ15 [1] a 42.45 + 0.43
� 0.18 39.48 + 0.40

� 0.17 42.45 + 0.43
� 0.18

CT14 [3] b 42.33 + 1.43
� 1.68 39.41 + 1.33

� 1.56 42.33 + 1.43
� 1.68

(40.10)

HERAPDF2.0 [4] c 42.62 + 0.35
� 0.43 39.68 + 0.32

� 0.40 42.62 + 0.35
� 0.43

(40.88)

JR14 (dyn) [5] 38.01±0.34 39.34±0.22 42.25±0.24

MMHT14 [6] 42.36 + 0.56
� 0.78 39.43 + 0.53

� 0.73 42.36 + 0.56
� 0.78

(40.48)

NNPDF3.0 [7] 42.59±0.80 39.65±0.74 42.59±0.80
(40.74±0.88)

PDF4LHC15 [8] 42.42±0.78 39.49±0.73 42.42±0.78

a The CJ15 PDFs have been determined at NLO accuracy in QCD. The PDF uncertainties quoted by CJ15 denote
the 90% c.l. and should be reduced by a factor of 1.645 for comparison with the 68% c.l. uncertainties quoted by
other groups.

b The PDF uncertainties quoted by CT14 denote the 90% c.l. and should be reduced by a factor of 1.645 for
comparison with the 68% c.l. uncertainties quoted by other groups.

c The model uncertainities of the HERAPDF20_NNLO_VAR set are not included in the uncertainty estimates.

TABLE 10: The Higgs cross section at NNLO in QCD (computed in the e↵ective theory) at
p

s = 13 TeV
for mH = 125.0 GeV at the nominal scale µr = µ f = mH with the PDF (and, if available, also ↵s) un-
certainties. The columns correspond to di↵erent choices for the central value of ↵s(MZ) using the
nominal PDF set. The numbers in parenthesis are obtained using the PDF sets CT14nnlo_as_0115,
HERAPDF20_NNLO_ALPHAS_115, MMHT2014nnlo_asmzlargerange and NNPDF30_nnlo_as_0115.

than 13% and contradicts the most recent estimates of the combined PDF and ↵s uncertainties
in the inclusive cross section [106], which quotes 3.2%. In general, the findings underpin the
importance of controlling the accuracy and the correlation of the strong coupling constant with the
PDF parameters in fits.

Of particular interest is the impact of additional parameters in the PDF fits, such as the charm-
quark mass, on the Higgs cross section. The di↵erences in the treatment of heavy quarks and
the consequences for the quality of the description of charm-quark DIS data have already been
discussed in Sec. 3. ABM12 [2] fits the value of mc(mc) in the MSscheme and the uncertainties
in the charm-quark mass are included in the uncertainties quoted in Tab. 10. Other groups keep a
fixed value of the charm-quark mass in the on-shell scheme, cf. Tabs. 4 and 5, and vary the value
of mpole

c within some range. Such studies have been performed in the past by NNPDF2.1 [170]
and MSTW [171] and more recently by MMHT [172].

In Tabs. 11, 12 and 13 we display the results of these fits together with the values of �2/NDP
for the DIS charm-quark data [165], mostly computed with xFitter [166, 167], as well as the
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Parton distribution functions: the photon PDF
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Figure 4: The di↵erential lepton pair production cross sections at
p
s = 13 TeV and 100 TeV

with respect to the invariant mass of the pair M
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, for lepton |⌘| < 2.5 and p? > 20 GeV.
The photon–initiated contributions predicted following the approach of Section 2.2 and the
NNPDF3.0QED [10] set, including the 68% C.L. uncertainty bands are shown, in addition
to the NLO Drell–Yan cross section, calculated with MCFM [23]. An uncertainty band due to
varying the incoherent component between x�(x,Q
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, for W pseudorapidity |⌘| < 4.
The photon–initiated contributions predicted following the approach of Section 2.2 and the
NNPDF3.0QED [10], including the 68% C.L. uncertainty bands are shown, in addition to
the NLO QCD cross section, calculated with MCFM [23], and including the gluon–initiated
box contribution. An uncertainty band due to varying the incoherent component between
x�(x,Q

0

) = 0 and the upper bound of (11) is shown for our prediction.
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• Consider lepton pair production at LHC/FCC. As       increases find 
central NNPDF       prediction becomes sizeable/dominant. Discussed 
in detail in 1606.00523, 1606.06646, 1607.01831.
• Follows directly from previous slide: relatively gentle decrease of 
NNPDF      luminosity at higher mass.
• We find this is not expected. Photon-initiated contribution             .        
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How bright is the proton?
A precise determination of the photon PDF
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It has become apparent in recent years that it is important, notably for a range of physics stud-
ies at the Large Hadron Collider, to have accurate knowledge on the distribution of photons in the
proton. We show how the photon parton distribution function (PDF) can be determined in a model-
independent manner, using electron–proton (ep) scattering data, in e↵ect viewing the ep ! e +X

process as an electron scattering o↵ the photon field of the proton. To this end, we consider an
imaginary BSM process with a flavour changing photon–lepton vertex. We write its cross section
in two ways, one in terms of proton structure functions, the other in terms of a photon distribu-
tion. Requiring their equivalence yields the photon distribution as an integral over proton structure
functions. As a result of the good precision of ep data, we constrain the photon PDF at the level of
1�2% over a wide range of x values.

A fast-moving particle generates an associated electro-
magnetic field which can be interpreted as a distribution
of photons, as originally calculated by Fermi, Weizsäcker
and Williams [1–3] for point-like charges. The corre-
sponding determination of the photon distribution for
hadrons, specifically f

�/p

for the proton, has however
been the subject of debate over recent years.

The photon distribution is small compared to that of
the quarks and gluons, since it is suppressed by a power
of the electromagnetic coupling ↵. Nevertheless, it has
been realised in the past few years that its poor knowl-
edge is becoming a limiting factor in our ability to pre-
dict key scattering reactions at CERN’s Large Hadron
Collider (LHC). Notable examples are the production of
the Higgs boson throughW/Z fusion [4], or in association
with an outgoing weak boson [5]. For W±H production
it is the largest source of uncertainty [6]. The photon
distribution is also potentially relevant for the produc-
tion of lepton-pairs [7–11], top-quarks [12], pairs of weak
bosons [13–18] and generally enters into electroweak cor-
rections for almost any LHC process. The diphoton ex-
cess around 750 GeV seen by ATLAS and CMS [19, 20]
has also generated interest in understanding f

�/p

.

The two most widely used estimates of f
�/p

are those
included in the MRST2004QED [21] and NNPDF23QED [22]
parametrisations of the proton structure. In the NNPDF
approach, the photon distribution is constrained mainly
by LHC data on the production of pairs of leptons,
pp ! `+`�. This is dominated by qq̄ ! `+`�, with a
small component from �� ! `+`�. The drawback of
this approach is that even with very small uncertainties
in `+`� production data [8], in the QCD corrections to
qq̄ ! `+`� and in the quark and anti-quark distribu-
tions, it is di�cult to obtain high precision constraints
on f

�/p

.

In the MRST2004QED approach, the photon is instead
modeled. It is assumed to be generated as emissions

from free, point-like quarks, using quark distributions fit-
ted from deep-inelastic scattering (DIS) and other data.
The free parameter in the model is an e↵ective mass-
scale below which quarks stop radiating, which was taken
in the range between current-quark masses (a few MeV)
and constituent-quark masses (a few hundred MeV). The
CT14QED [23] variant of this approach constrains the e↵ec-
tive mass scale using ep ! e� +X data [24], sensitive to
the photon in a limited momentum range through the re-
action e� ! e� [25]. A more sophisticated approach [26]
supplements a model of the photon component generated
from quarks (“inelastic” part) with a calculation of the
“elastic” component (whose importance has been under-
stood at least since the early 1970’s [27]) generated by
coherent radiation from the proton as a whole. This was
recently revived in Refs. [28–30].

In this article we point out that electron-proton (ep)
scattering data already contains all the information that
is needed to accurately determine f

�/p

. It is common
to think of ep scattering as a process in which a pho-
ton emitted from the electron probes the structure of the
proton. However one can equivalently think of it as an
electron probing the photon field generated by the proton
itself. Thus the ep scattering cross section is necessarily
connected with f

�/p

. A simple way to make the connec-
tion manifest is to consider, instead of ep scattering, the
fictitious process l+ p ! L+X, where l and L are neu-
tral leptons, with l massless and L massive with mass M .
We assume a transition magnetic moment coupling of the
form L

int

= (e/⇤)L�µ⌫F
µ⌫

l. Here e2(µ2)/(4⇡) ⌘ ↵(µ2)
is the MS QED coupling evaluated at the scale µ, and the
arbitrary scale ⇤ �

p
s (where

p
s is the centre-of-mass

energy) is introduced to ensure the correct dimensions.

The crucial observation that we rely on is inspired in
part by Drees and Zeppenfeld’s study of supersymmetric
particle production at ep colliders [31]: there are two
ways of writing the heavy-lepton production cross section
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e2/(4⇡) ⌘ ↵ is the QED coupling and the arbitrary scale
⇤ �

p
s is introduced to ensure the correct dimensions.

The crucial observation that we rely on is inspired in
part by Drees and Zeppenfeld’s study of supersymmet-
ric particle production at ep colliders [29]: there are two
ways of writing the heavy-lepton production cross section
�, one in terms of standard proton structure functions,
F
2

(x,Q2) and F
L

(x,Q2), the other in terms of the proton
parton distribution functions (PDFs) f

a/p

(x, µ2), where
the dominant flavour that contributes will be a = �.
Equating the latter with the former will allow us to de-
termine f

�/p

.
We start with the inclusive cross section for l(k) +

p(p) ! L(k0) +X

� =
1

4p · k

Z
d4q

(2⇡)4q4
e2
ph

(q2) [4⇡W
µ⌫

Lµ⌫(k, q)]

⇥ 2⇡�((k � q)2 �M2) , (1)

where q = k � k0, Q2 = �q2, W
µ⌫

(p, q) is the pro-
ton hadronic tensor as defined in [30], and Lµ⌫(k, q) =
1

2

(e2
ph

(q2)/⇤2)Tr
⇣
/k
0 ⇥
/q, �µ

⇤
(/k0 +M)

⇥
�⌫ , /q

⇤⌘
is the lep-

tonic tensor. We define the physical QED coupling

e2
ph

(q2) = e2(µ2)/(1�⇧(q2, µ2, e2(µ2))). (2)

where ⇧ is the photon self energy and µ is the renormal-
isation scale. We stress that Eq. (1) is accurate up to
corrections of order

p
s/⇤, since neither the electromag-

netic current nor the lL̄� vertex are renormalised.
For s,M2 � m2

p

, where
p
s is the centre-of-mass en-

ergy and m
p

the proton mass, one obtains

� =
c
0

2⇡

Z
1

x

dz

z

Z
Q

2

max

Q

2

min

dQ2

Q2

↵2

ph

(�Q2)

"✓
2�2z+z2+

2x2m2

p

Q2

+
z2Q2

M2

� 2zQ2

M2

�
2x2Q2m2

p

M4

◆
F
2

(x/z,Q2)

+

✓
�z2 � z2Q2

2M2

+
z2Q4

2M4

◆
F
L

(x/z,Q2)

#
, (3)

where x = M2/s, Q2

min

= x2m2

p

/(1�z), Q2

max

= M2/(1�
z) and c

0

= 16⇡2/⇤2.
The same result in terms of parton distributions can

be written as

� = c
0

X

a

Z
dz

z
�̂
a

(z, µ2)
M2

zs
f
a/p

✓
M2

zs
, µ2

◆
, (4)

where in the MS factorisation scheme

�̂
a

(z, µ2) = ↵(µ2)�(1� z)�
a�

+
↵2(µ2)

2⇡

"
�2+3z� z2+

zp
�q

(z)

✓
ln

M2

µ2

+ ln
(1� z)2

z

◆#
e2
q

�
aq

+ . . . , (5)

with e
q

the charge of quark flavour q and zp
�q

(z) =
1 + (1 � z)2. To understand which terms we choose to
keep, observe that the photon will be suppressed by ↵L
relative to the quark and gluon distributions, which are
of order (↵

s

L)n, where L = lnµ2/m2

p

⇠ 1/↵
s

. The first
term in Eq. (3) is of order ↵2L(↵

s

L)n, the second one is
of order ↵2(↵

s

L)n. We neglect terms that would be of
order ↵3L(↵

s

L)n or ↵2↵
s

(↵
s

L)n. By requiring the equiv-
alence of Eqs. (3) and (5) up to the orders considered, one
obtains (in the MS scheme):

xf
�/p

(x, µ2) =
1

2⇡↵(µ2)

Z
1

x

dz

z

(Z µ2

1�z

Q

2

min

dQ2

Q2

↵2(Q2)

" 
2� 2z + z2 +

2x2m2

p

Q2

!
F
2

(x/z,Q2)

� z2F
L

⇣x
z
,Q2

⌘#
� ↵2(µ2)z2F

2

⇣x
z
, µ2

⌘)
, (6)

where the result includes all terms of order ↵L (↵
s

L)n,
↵ (↵

s

L)n and ↵2L2 (↵
s

L)n. The last term in this equa-
tion is the conversion to the MS scheme, and is small (see
Fig. 2).
From Eq. (6) one can derive expressions up to order

↵↵
s

for the P
�q

, P
�g

and P
��

splitting functions using
known results for the F

2

and F
L

coe�cient functions and
for the QED �-function. Those expressions agree with
the results of a direct evaluation in Ref. [31].
The evaluation of Eq. (6) requires information on F

2

and F
L

. Firstly (and somewhat unusually in a PDF con-
text), we will need the elastic contributions to F

2

and
F
L

,

F el

2

=
[G

E

(Q2)]2 + [G
M

(Q2)]2⌧

1 + ⌧
�(1� x) , (7a)

F el

L

=
[G

E

(Q2)]2

⌧
�(1� x) , (7b)

where ⌧ = Q2/(4m2

p

) and G
E

and G
M

are the elec-
tric and magnetic Sachs form factors of the proton (see
e.g. Eqs.(19) and (20) of Ref. [32]). A widely used ap-
proximation for G

E,M

is the dipole form G
E

(Q2) =
1/(1 + Q2/m2

dip

)2, G
M

(Q2) = µ
p

G
E

(Q2) with m2

dip

=

0.71 GeV2 and µ
p

' 2.793. The dipole form is of inter-
est for understanding qualitative asymptotic behaviours,
predicting f

�/p

(x) ⇠ ↵(1 � x)4 at large x dominated
by the magnetic component, and f

�/p

(x) ⇠ ↵ ln 1/x at
small x dominated by the electric component. However
for accurate results, we will rather make use of a recent
fit to precise world data by the A1 collaboration [33],
which shows clear deviations from the dipole form, with
an impact of up to 10% on the elastic part of f

�/p

(x)
for x . 0.5. The data constrains the form factors for
Q2 . 10 GeV2. At large x, Eq.(6) receives contributions
only from Q2 > x2m2

p

/(1 � x), which implies that the

Wµ⌫(p, q)

� =
1

4p · k

Z
d4q

(2⇡)4q4
e2ph(q

2) [4⇡Wµ⌫ L
µ⌫(k, q)]⇥ 2⇡�((k � q)2 �M2)

STEP 1 
work out a cross section (exact) in terms of F2 and FL struct. fns.

hadronic tensor,  
known in terms of F2 and FL

• Show how photon PDF can be expressed in terms of        and       . 
Use measurements of these to provide well constrained                
photon PDF.

2

�, one in terms of standard proton structure functions,
F
2

and F
L

(or F
1

), the other in terms of the proton PDFs
f
a/p

, where the dominant flavour that contributes will be
a = �. Equating the latter with the former will allow us
to determine f

�/p

.
We start with the inclusive cross section for l(k) +

p(p) ! L(k0) + X. Defining q = k � k0, Q2 = �q2 and
x

Bj

= Q2/(2pq), we have

� =
1

4p · k

Z
d4q

(2⇡)4q4
e2
ph

(q2) [4⇡W
µ⌫

(p, q)Lµ⌫(k, q)]

⇥ 2⇡�((k � q)2 �M2) , (1)

where the proton hadronic tensor (as defined
in [32]) is given by W

µ⌫

(p, q) = �g
µ⌫

F
1

(x
Bj

, Q2) +
p
µ

p
⌫

/(pq)F
2

(x
Bj

, Q2) up to terms proportional
to q

µ

, q
⌫

, and the leptonic tensor is Lµ⌫(k, q) =
1

2

(e2
ph

(q2)/⇤2)Tr
⇣
/k
0 ⇥
/q, �µ

⇤
(/k0 +M)

⇥
�⌫ , /q

⇤⌘
. In Eq. (1)

we introduced the physical QED coupling

e2
ph

(q2) = e2(µ2)/(1�⇧(q2, µ2, e2(µ2))), (2)

where ⇧ is the photon self energy and µ is the renormal-
isation scale. We stress that Eq. (1) is accurate up to
corrections of order

p
s/⇤, since neither the electromag-

netic current nor the L̄�l vertex are renormalised.
We find

� =
c
0

2⇡

Z
1� 2xm

p

M

x

dz

z

Z
Q

2

max

Q

2

min

dQ2

Q2

↵2

ph

(�Q2)

"✓
2�2z+z2

+
2x2m2

p

Q2

+
z2Q2

M2

� 2zQ2

M2

�
2x2Q2m2

p

M4

◆
F
2

(x/z,Q2)

+

✓
�z2 � z2Q2

2M2

+
z2Q4

2M4

◆
F
L

(x/z,Q2)

#
, (3)

where x = M2/(s � m2

p

), m
p

is the proton mass,
F
L

(x,Q2) = (1+4m2

p

x2/Q2)F
2

(x,Q2)�2xF
1

(x,Q2) and
c
0

= 16⇡2/⇤2. Assuming that M2 � m2

p

, we have
Q2

min

= x2m2

p

/(1� z) and Q2

max

= M2(1� z)/z.
The same result in terms of parton distributions can

be written as

� = c
0

X

a

Z
1

x

dz

z
�̂
a

(z, µ2)
M2

zs
f
a/p

✓
M2

zs
, µ2

◆
, (4)

where in the MS factorisation scheme

�̂
a

(z, µ2) = ↵(µ2)�(1� z)�
a�

+
↵2(µ2)

2⇡

"
� 2 + 3z+

+ zp
�q

(z) ln
M2(1� z)2

zµ2

#
X

i2{q,q̄}

e2
i

�
ai

+ . . . , (5)

where e
i

is the charge of quark flavour i and zp
�q

(z) =
1 + (1 � z)2. To understand which terms we choose to

keep, observe that the photon will be suppressed by ↵L
relative to the quark and gluon distributions, which are
of order (↵

s

L)n, where L = lnµ2/m2

p

⇠ 1/↵
s

. The first
term in Eq. (3) is of order ↵2L(↵

s

L)n, the second one is
of order ↵2(↵

s

L)n. We neglect terms that would be of
order ↵3L(↵

s

L)n or ↵2↵
s

(↵
s

L)n. By requiring the equiv-
alence of Eqs. (3) and (4) up to the orders considered, one
obtains (in the MS scheme):

xf
�/p

(x, µ2) =
1

2⇡↵(µ2)

Z
1

x

dz

z

(Z µ

2

1�z

x

2

m

2

p

1�z

dQ2

Q2

↵2(Q2)

" 
zp

�q

(z) +
2x2m2

p

Q2

!
F
2

(x/z,Q2)� z2F
L

⇣x
z
,Q2

⌘#

� ↵2(µ2)z2F
2

⇣x
z
, µ2

⌘)
, (6)

where the result includes all terms of order ↵L (↵
s

L)n,
↵ (↵

s

L)n and ↵2L2 (↵
s

L)n [33]. Within our accuracy
↵
ph

(�Q2) ⇡ ↵(Q2). The conversion to the MS factorisa-
tion scheme, the last term in Eq. (6), is small (see Fig. 2).
From Eq. (6) we have derived expressions up to order

↵↵
s

for the P
�q

, P
�g

and P
��

splitting functions using
known results for the F

2

and F
L

coe�cient functions and
for the QED �-function. Those expressions agree with
the results of a direct evaluation in Ref. [34].
The evaluation of Eq. (6) requires information on F

2

and F
L

. Firstly (and somewhat unusually in a PDF con-
text), we will need the elastic contributions to F

2

and
F
L

,

F el

2

(x,Q2) =
[G

E

(Q2)]2 + [G
M

(Q2)]2⌧

1 + ⌧
�(1� x) , (7a)

F el

L

(x,Q2) =
[G

E

(Q2)]2

⌧
�(1� x) , (7b)

where ⌧ = Q2/(4m2

p

) and G
E

and G
M

are the elec-
tric and magnetic Sachs form factors of the proton (see
e.g. Eqs.(19) and (20) of Ref. [35]). A widely used ap-
proximation for G

E,M

is the dipole form G
E

(Q2) =
1/(1 + Q2/m2

dip

)2, G
M

(Q2) = µ
p

G
E

(Q2) with m2

dip

=

0.71 GeV2 and µ
p

' 2.793. This form is of interest for
understanding qualitative asymptotic behaviours, pre-
dicting f

�/p

(x) ⇠ ↵(1 � x)4 at large x dominated by
the magnetic component, and xf

�/p

(x) ⇠ ↵ ln 1/x at
small x dominated by the electric component. However
for accurate results, we will rather make use of a recent
fit to precise world data by the A1 collaboration [36],
which shows clear deviations from the dipole form, with
an impact of up to 10% on the elastic part of f

�/p

(x)
for x . 0.5. The data constrains the form factors for
Q2 . 10 GeV2. At large x, Eq. (6) receives contribu-
tions only from Q2 > x2m2

p

/(1 � x), which implies that
the elastic contribution to f

�

/p is known for x . 0.9.
Note that the last term in Eq. (6) does not have an elas-

F2 FL

LUXqed
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Figure 2: The photon PDF x�(x, µ2) subject to the rapidity gap constraint (12), for di↵erent
values of � and for µ2 = 200, 104 GeV2, with the usual inclusive PDF shown for comparison.

We now consider some numerical results. As described above, for the input photon PDF,
following [25] we include a coherent component due to purely elastic photon emission and an
incoherent component due to emission from the individual quark lines, such that

�(x,Q2

0

) = �
coh

(x,Q2

0

) + �
incoh

(x,Q2

0

) , (15)

with

�
coh

(x,Q2

0

) =
1

x

↵

⇡

Z
Q

2
<Q

2
0

0

dq2
t

q2
t

+ x2m2

p

✓
q2
t

q2
t

+ x2m2

p

(1� x)F
E

(Q2) +
x2

2
F
M

(Q2)

◆
, (16)

where q
t

is the transverse momentum of the emitted photon, and Q2 is the modulus of the
photon virtuality, given by

Q2 =
q2
t

+ x2m2

p

1� x
, (17)

The functions F
E

and F
M

are the usual proton electric and magnetic form factors

F
M

(Q2) = G2

M

(Q2) F
E

(Q2) =
4m2

p

G2

E

(Q2) +Q2G2

M

(Q2)

4m2

p

+Q2

, (18)

with

G2

E

(Q2) =
G2

M

(Q2)

7.78
=

1
�
1 +Q2/0.71GeV2

�
4

, (19)

in the dipole approximation, where G
E

and G
M

are the ‘Sachs’ form factors. The incoherent

6

‣ Coherent: due to elastic               emission        extremely well 
understood.
‣ Incoherent: emission from individual quarks. Some theoretical 
guidance, but known less precisely.

p ! p� )

p

�
coh

�
incoh

Q0 ⇠ 1GeV• Photon at                      given as sum of ‘coherent’ and ‘incoherent’ terms:

Photon PDF is very different since it has  large (75%) 
elastic contribution known with absolute precision and,  
practically, no evolution/Sudakov effects of its own 
since the fine structure constant is tiny.  
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The top quark mass

mt,pole = (163.643 + 7.557 + 1.617 + 0.501 + 0.195) GeV

Marquard, Smirnov, Smirnov, Steinhauser; 
Beneke, Nason

New  matched/merged calculations that in principle allow the choice of well-definite
mass do not quite help to resolve the issue of the MC mass vs. the Lagrangian mass.
The issue is really non-perturbative effects in fitted observables. 

d�

dM
⇡ T (M,mt,↵s)


1 + c

✓
⇤QCD

M

◆n�
�mt ⇠

c mt

k

✓
⇤QCD

mt

◆n

The renormalon uncertainty in the pole 
mass does not exceed O(90) MeV!

(non-)perturba=ve	effects	that	have	
different	kinema=c	dependences?	
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The top quark mass
A long-standing issue to figure  out  the  numerical value of the top quark.  This 
was successfully accomplished, and now we are trying to figure out what exactly 
has been actually measured...

For a 1% jet energy scale uncertainty (and assuming negligible 
statistical error), the top quark mass can then be extracted using 
the energy-peak of b-jets with an error +- (1.2 (exp) + 0.6(th)) GeV.

Franchensini

The position of the energy peak of the b-quark 
from top decay in the lab frame, is independent of 
collider energy, colliding particles etc.   

Pythia mass calibration using SCET: 
observed   O(600) MeV difference  
between MC input and the observed 
value of the pole mass. MC mass is 
larger... The pole mass moves...

Butenschoen et al.

3

ues. For a given profile and value of ↵s(mZ) we fit the
parameters mt and ⌦i of the hadron level QCD predic-
tions to this MC dataset. We fit for integrals over bins in
⌧
2

of size ' 0.13 GeV/Q. For each Q value the distribu-
tion is normalized over the fit range, and multiple Qs are
needed simultaneously to break degeneracies. This pro-
cedure is carried out for the MC output and the QCD
predictions. We then construct the �2 using the statis-
tical uncertainties in the MC datasets. We do the fit by
first, for a given value of mt, minimizing �2 with respect
to the ⌦i parameters. The resulting marginalized �2 is
then minimized with respect to mt used in the QCD pre-
dictions. Uncertainties obtained for the QCD parameters
from this �2 simply reflect the MC statistical uncertain-
ties used to construct the �2. When fitting for mpole

t or
mMSR

t (1 GeV) we find that the resulting �2 is no longer
sensitive to ↵s(mZ). Therefore we fix ↵s(mZ) to the
world average, and do not consider it as a fit parameter.

To estimate the perturbative uncertainty in the QCD
predictions we take 500 random points in the profile-
function parameter space and perform a fit for each of
them. The 500 sets of best-fit values provide an ensem-
ble from which we remove the upper and lower 1.5% in
the mass values to eliminate potential numerical outliers.
From the ensemble we determine central values from the
average of the largest and smallest values and perturba-
tive uncertainties from half the covered interval.

To illustrate the calibration procedure we use
Pythia 8.205 [33, 34] with the e+e� default tune 7
(the Monash 2013 tune [35] for which ⇤c = 0.5 GeV)
for top mass parameter values mMC

t = 170, 171, 172,
173, 174 and 175 GeV. We use a fixed top quark width
�t = 1.4 GeV which is independent of mMC

t . (Final
calibration results for a mMC

t -dependent top width dif-
fer by less than 25 MeV). No other changes are made
to the default settings. To minimize statistical uncer-
tainties we generate each distribution with 107 events.
We have carried out fits for the following seven Q sets
(in GeV units): (600, 1000, 1400), (700, 1000, 1400),
(800, 1000, 1400), (600 – 900), (600 – 1400), (700 – 1000)
and (700 – 1400), where the ranges refer to steps of 100.
For each one of these sets we have considered three ranges
of ⌧

2

in the peak region: (60%, 80%), (70%, 80%) and
(80%, 80%), where (x%, y%) means that we include re-
gions of the spectra whose ⌧

2

< ⌧peak

2

having cross-section

values larger than x% of the peak height, and ⌧
2

> ⌧peak

2

with cross sections larger than y% of the peak height,
where ⌧peak

2

is the peak position. This makes a total of
21 fit settings each of which give central values and scale
uncertainties for the top mass and the ⌦i.

Numerical Results of the Calibration: To visu-
alize the stability of our fits we display in Fig. 1 the
distribution of best-fit mass values obtained for 500 ran-
dom profile functions for mMC

t = 173 GeV based on the
Q set (600 � 1400) and the bin range (60%, 80%). Re-
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FIG. 1. Distribution of best-fit mass values from the scan
over parameters describing perturbative uncertainties. Re-
sults are shown for cross sections employing the MSR mass
mMSR

t (1GeV) (top two panels) and the pole mass mpole

t

(bottom two panels), both at N2LL and NLL. The Pythia
datasets use mMC

t = 173GeV as an input (vertical red lines).

sults are shown for mMSR

t (1 GeV) and mpole

t at NLL
and N2LL order, exhibiting good convergence, with the
higher order result having a smaller perturbative scale
uncertainty. The results for mMSR

t (1 GeV) are stable and
about 200MeV below mMC

t confirming the close relation
of mMSR

t (1 GeV) and mMC

t suggested in Ref. [4, 5]. We
observe that mpole

t is about 1.1 GeV (NLL) and 0.7 GeV
(N2LL) lower than mMC

t , demonstrating that corrections
here are bigger, and that the MC mass can not sim-

ply be identified with the pole mass. These fit results
are compatible with converting mMSR

t with R ' µB '
µSQ/mt ' 10 GeV to mpole

t using Eq. (4), where µB is
the renormalization scale of the jet function JB,⌧2 which
governs the dominant mass sensitivity. In Fig. 2 we see
the level of agreement between the MC and theory re-
sults in the MSR scheme at N2LL order for this fit. The
bands show the N2LL perturbative uncertainty from the
profile variations.

The results from the fits to the 21 di↵erent Q sets and
bin ranges mentioned above are quite similar. The dif-
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The W mass
It is expected that the W mass will be measured  at the LHC with the uncertainty of about 5 
MeV....  (0.5 %).   This is an outstanding precision for the hadron collider; need to control 
many different aspects of hadron collisions to attain it.

Talks by Viccini, Schwinn, Martinez

Radiative corrections:  QCD, EW, mixed-QCD electroweak.

 Parton distribution functions. 

Multiple photons.
Conclusions
● Continuous progress in DY studies: new analytical calculations (  O(ααs) corrections ) 
                                                        implementation of new codes (QCD, QCDxEW)

● The completion of the systematic comparison of DY simulation codes in arXiv:1606.02330

   · allows us to discuss  the size of purely QCD and purely EW higher-order corrections

   · allows us to discuss on a solid ground the combination of QCD and EW corrections
             once the individual QCD and EW components are under control (cfr. the POWHEG example)
   · the precise size of the mixed QCDxEW corrections depends on the formulation of the code,
             which can be understood also thanks to recent analytical progresses

● The estimate of the theoretical uncertainties on MW, due to yet unknown corrections, is underway
   · it requires a clear definition of the set of observables that are simultaneously studied
       to perform a consistent QCD analysis
   · purely EW uncertainties on MW are small (beware of additional soft lepton pairs)
   · progress in the estimate of subleading O(ααs)  (corrections and uncertainties)
   

Alessandro Vicini - University of Milano                                                                                                                                                                       Zürich, August 22nd 2016                                                                                                   
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There are three things that I did not talk about
but it is easy to summarize them for you:

Perano, Papadopoulos

Zwicky

Bratkovskaya

Finite fields and functional reconstruction techniques

Finite fields and functional reconstruction
T.P. (2016)

Scattering amplitudes over finite fields
spinor-helicity
tree-level recursion
two-loop d-dim. gen. unitarity

`j1+j2 `1

`2

`3

`j1`j1+1

`j1+j2+1

`j1+j2+2

`j1+2

`j1+3

use efficient numerical
techniques for analytic
calculations

two-loop unitarity cuts from
Berends-Giele off-shell
currents

T. Peraro (University of Edinburgh) Multi-leg scattering amplitudes for LHC phenomenology Zurich, 2016 16

 RK Lepton-flavour universality !
    

RK ⌘ B(B+ ! K+µ+µ�)

B(B+ ! K+e+e�)
RK |SM ' 1

2.6σ@3fb-1•  hadronic effects cancel 
•  BSM? more sbee than sbμμ would be  

sensati
onal!

•  SM-corrections: - phase space (tiny) 
                             - QED                    O(few%) - unknown at time⇠ ↵ ln2

✓
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 computation largest logs  
 effect up to 10% in principle!
 but with cuts & PHOTOS 
 net effect: 1%
Bordone, Isidori, Pattori’16

Gratrex. Hopfer, RZ’15

 QED no factorisation → all partial waves! 
 estimate QED effect from D,F,..-waves  

[ongoing LHCb analysis] 
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The ‚holy grail‘ of heavy-ion physics:

• Study of the phase 
transition from hadronic to 

partonic matter –
Quark-Gluon-Plasma

• Search for the critical point

• Study of the in-medium properties of hadrons 
at high baryon density and temperature

The phase diagram of QCD

New ideas/results  for multi-loop technology

Heavy quarks

QCD at high density

there is a permanent progress in multi-loop technology,   steady-state of  anomalies in 
B-physics, and  never-ending confusion about the discovery of the  quark gluon 
plasma.... 
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Many thanks to the participants for making this meeting interesting, 
informative and  exciting!   

Many thanks to  the organizers for creating such a pleasant and inspiring 
atmosphere!

Thanks !
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