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Jets and PDFs with CMS Data

• LHC is actually a jet factory. 

• Jet measurements at LHC are highly important: 

• They provide a test of pQCD in a previously 
unexplored kinematic phase space.  

• A laboratory for SM predictions at high 
energy scales.

• Precise determination of backgrounds to 
many new physics searches.

• Determine the strong coupling and test its 
running at high Q scales.

• PDFs can be constrained 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• The LHC is the world’s largest and the most powerful collider (run at 7 TeV and 8 TeV so far)

• Located in the existing LEP tunnel between 50 and 175 m underground with 26.7 km 
circumference long.

• The LHC hosts four main detectors (ALICE, ATLAS, CMS, LHCb).

• The first pp collision in March 2010,  the first Pb-Pb collision in November 2010, and the first  
p-Pb collisions in September 2012
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• The Compact Muon Solenoid (CMS) is a 
multi purpose detector at the LHC.

• The CMS detector design is similar to the 
structure of an onion.

• CMS consists of several layers of each one 
which is specialised to measure and identify 
different classes of particles.

• The detector requirements for CMS
• Good muon identification and 

momentum resolution,
• Good charged particle momentum 

resolution and reconstruction efficiency 
in the inner tracker,

• Good electromagnetic energy 
resolution, good diphoton and dielectron 
mass resolution,

• Good MET and dijet mass resolution.
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Jet Reconstruction and 
Calibration at CMS
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Jets are the experimental signatures of quarks 
and gluons.
Invaluable objects to probe QCD.
! It is an object that is clustered out of collimated spray of particles by 

using a set of mathematical rules

! CMS’s default jet reconstruction algorithm is “anti-kT jet” algorithm 
with p=-1 in the expression above

! successive  recombination (belongs to the kT family)
! infrared and collinear safe
! geometrically cone-like (some round shape in the y-φ plane)
! tends to cluster around the hard energy depositions

!  The jet reconstruction in CMS follows the “E-Scheme”
! addition of Lorentz vectors
! massless particles → massive jets

calorimeter towers or 
particle-flow 
candidates

Jet clustering algorithm
CaloJets or

PF Jets

Calorimeter JetsParticle Flow Jets
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Jet Energy Calibration Bora Isildak

●   We need to calibrate jets because the calorimeter response is  
non-linear in pT and non- uniform across the detector. 

●  The jet energy scale is the most important uncertainty related 
to jets. 

Factorised approach is used like  in Tevatron                                                          

● Offset: Required correction for pile-up and electronic noise. 

●  Relative (η): Required correction for jet response versus 
pseudorapidity relative to a control region. (Dijet Balance Method) 

●  Absolute(pT):  absolute JEC scale determined via Z→μ+μ-+jet, 

Z→e+e-+jet/γ+jet

●  Corrections derived on MC and applied to data: if non-closure 

→ residual correction
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• Absolute correction factor in barrel derived from Z→ μμ+jet 

• MPF and pT balance methods used for calibration

Jet Energy Calibration

QCD@LHC 2016 Zurich (Switzerland)
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Jets Measurements with 
CMS Data
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Dijet Mass Production Cross Section at 8 TeV

Dijet Mass Production Cross Section at 8 TeVBora Isildak
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Inclusive Jet Cross Sections @ 8 TeV 

Inclusive Jet Cross Sections @ 8 TeV  Bora Isildak

• Unfolded to particle level jet spectra using D’Agositini 

Multidimensional unfolding method.

• NLO calculations with non-perturbative corrections 

(NPC) are used for comparison with data. NPC are got 

as averaged value between NPC got with PYTHIA and 

HERWIG.

• A set of the different NLO PDFs is used to account for 

PDF uncertainty.  
(CT10, HERAPDF1.5, MSTW2008, ABM11, NNPDF2.1 

and NNPDF3.0)

• Data are in agreement with NLO calculations within 

systematic uncertainties.
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Selected events are required to have at least one reconstructed vertex [18] along the beam line
within 24 cm of the nominal interaction point. Additional selection criteria are applied to each
event to remove spurious jet-like signatures originating from isolated noise patterns in certain
HCAL regions. To suppress noise patterns, tight identification criteria are applied: each jet
should contain at least two particles, one of which is a charged hadron, and the jet energy frac-
tion carried by neutral hadrons and photons should be less than 90%. These criteria have an
efficiency greater than 99% for genuine jets. Jets not satisfying the tight identification require-
ments are discarded. Events are selected if at least one jet remains above the threshold of the
highest pT threshold trigger that recorded the event.

Table 1: HLT trigger thresholds and effective integrated luminosities used in the jet cross section
measurement.

HLT Path PFJet40 PFJet80 PFJet140 PFJet200 PFJet260 PFJet320
pT range ( GeV) 74 - 133 133 - 220 220 - 300 300 - 395 395 - 507 507 - 2500

Integrated luminosity ( pb�1)
7.9 ⇥ 10�2 2.12 5.57 ⇥ 10 2.61 ⇥ 102 1.06 ⇥ 103 1.97 ⇥ 104

4 Measurement of the jet differential cross section

The double-differential inclusive jet cross section is defined as

d2s

dpTdy
=

1
eLint,eff

Njets

DpT (2 · D|y|) , (1)

where Njets is the number of jets in a bin, Lint,eff is the effective integrated luminosity contribut-
ing to a bin, e is the product of the trigger and jet selection efficiencies, which are found to
be greater than 99%, and DpT and Dy are the transverse momentum and rapidity bin widths,
respectively. The width of the pT bins increases progressively with pT, proportional to the pT
resolution. The phase space in rapidity y is subdivided into six equally separated bins starting
from y = 0 up to |y| = 3 with Dy = 0.5. The statistical uncertainty for each bin is computed
according to the number of events contributing at least one entry per event [4], correcting for
possible multiple entries per event. This correction is small, since in the entire phase-space
considered here at least 90% of the observed jets in each bin originate from different events.

In order to compare the measured cross section with theoretical predictions at particle level,
the smearing of the steeply falling spectra induced by the experimental resolution needs to be
corrected. An unfolding procedure, based on the iterative d’Agostini method [19], as imple-
mented in the RooUnfold package [20], is used to remove detector effects from the measured
spectra. The response matrix is created by the convolution of theoretically predicted spectrum,
discussed in Section 5, with the JER effects. The JER as a function of pT is evaluated with the
CMS detector simulation, after correcting for the residual differences with data [17]. Through
the unfolding procedure the final statistical uncertainties become correlated among bins. The
size of these correlations vary typically between 10 to 20%.

The dominant contribution to experimental systematic uncertainty on the measured cross sec-
tion is due to JES corrections, determined as discussed in [17]. For the data set used in this
analysis, this uncertainty is decomposed into 24 independent sources, an extension of the set
of contributions discussed in detail in [21]. The impact of each correction component on the
measured cross section is separately evaluated.
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Figure 3: Double-differential inclusive jet cross section as function of jet pT. Data (points) and
NLO predictions based on CT10 PDF set corrected for the NP factor and electroweak correction
factor (line). The comparison is carried out for six different |y| bins at an interval of D|y| = 0.5.

Table 3: Summary of the values c2/Nbins for the comparison in each |y| range of data and
theoretical predictions based on different PDF sets.

|y| CT10 HERA1.5 MSTW2008 NNPDF2.1 ABM11 NNPDF3.0
0.0–0.5 49.2/37 66.3/37 68.0/37 58.3/37 136.6/37 62.5/37
0.5–1.0 28.7/37 47.2/37 39.0/37 35.4/37 155.5/37 42.2/37
1.0–1.5 19.3/36 28.6/36 27.4/36 20.2/36 111.8/36 25.9/36
1.5–2.0 65.7/32 49.0/32 55.3/32 54.5/32 168.1/32 64.7/32
2.0–2.5 38.7/25 32.0/25 53.1/25 34.6/25 80.2/25 36.0/25
2.5–3.0 14.5/18 19.1/18 18.2/18 15.4/18 43.8/18 16.3/18

7 Ratio of cross sections measured at 7 TeV and 8 TeV

The ratio of the double-differential cross sections measured at
p

s = 8 TeV and
p

s = 7 TeV as
described in Ref. [4], is computed. Experimental correlations between different centre-of-mass
energies are taken into account in the computation of the total experimental uncertainty band.
Figures 6–8 show the ratio for each rapidity bin where measurements were performed at both
centre-of-mass energies, comparing with the corresponding theoretical predictions based on
the CT10 PDF set. Concerning the theoretical uncertainties, all sources are treated as completely
correlated between 7 TeV and 8 TeV predictions, for all pT and |y| bins.

The uncertainty on the ratio is smaller in size compared to absolute uncertainties, due to 100%
positive correlation between part of the uncertainty sources at

p
s = 7 and 8 TeV respectively.

Due to reduced uncertainties, this ratio can be used to constrain PDF to data.

The agreement between data and the theoretical predictions is generally satisfactory within
one standard deviation, with some higher discrepancy observed in the highest part of the pT
spectra, in particular in the 1 < |h| < 1.5 range. They are mostly due to a discrepancy present
in the 7 TeV data.
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Figure 5: Ratio of data over theory prediction using the the CT10 PDF set. For comparison
predictions employing five other PDF sets are shown in addition to the total theoretical (band
enclosed by dashed black lines) and total experimental systematic uncertainty (shaded band).
The error bars correspond to the statistical uncertainty of the data.
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Figure 5: Ratio of data over theory prediction using the the CT10 PDF set. For comparison
predictions employing five other PDF sets are shown in addition to the total theoretical (band
enclosed by dashed black lines) and total experimental systematic uncertainty (shaded band).
The error bars correspond to the statistical uncertainty of the data.
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Figure 4: The ratio of inclusive jet cross sections at
p

s = 2.76 and 8 TeV (top) and its com-
parison to the theoretical prediction (bottom), calculated with the CT10 PDF for the rapidity
bins |y| < 0.5 (left) and 0.5  |y| < 1.0 (right). The statistical and total experimental un-
certainties are indicated with the inner thick and the outer thin vertical error bars, respectively,
while the systematic uncertainties due to theoretical sources are shown as hatched yellow area.
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ison to the theoretical prediction (bottom), calculated with the CT10 PDF for the rapidity bins
1.0  |y| < 1.5 (left) and 1.5  |y| < 2.0 (right).
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Figure 6: The ratio of inclusive jet cross sections at
p

s = 2.76 and 8 TeV (top) and its compar-
ison to the theoretical prediction (bottom), calculated with the CT10 PDF for the rapidity bins
2.0  |y| < 2.5 (left) and 2.5  |y| < 3.0 (right).
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Figure 5: The ratio of inclusive jet cross sections at
p

s = 2.76 and 8 TeV (top) and its compar-
ison to the theoretical prediction (bottom), calculated with the CT10 PDF for the rapidity bins
1.0  |y| < 1.5 (left) and 1.5  |y| < 2.0 (right).

• 2.76 TeV c.o.m energy pp collisions provide essential 

reference for CMS heavy ion program.

• But also a good opportunity to fill the gap between 

Tevatron (@1.96 TeV) and LHC (7 & 8 TeV).

• The ratio of inclusive cross sections @ 2.76 TeV to 8 

TeV is potentially  PDF sensitive and could be used as 

an additional element while constraining PDFs.

http://cds.cern.ch/record/2033773?ln=en
http://www.apple.com
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• Unfolded to particle level jet spectra using 

D’Agositini Multidimensional unfolding method.

• NLO calculations with non-perturbative corrections 

(NPC) are used for comparison with data. NPC are 

got as averaged value between NPC got with 

PYTHIA and HERWIG.

• A set of the different NLO PDFs is used to account 

for PDF uncertainty.  
(CT14, HERAPDF1.5, MMHT2014, and NNPDF3.0)

• Data are in agreement with NLO calculations within 

systematic uncertainties.

/33 

Jets and PDFs with CMS Data

3

from pileup vertices. The average number of pileup interactions observed in these data is ⇡19.
During data collection the LHC operated with a 50 ns bunch spacing.

Reconstructed jets require small energy corrections to account for residual nonuniformities and
nonlinearities in the detector response. Jet energy scale (JES) [23] corrections are obtained using
simulated events, generated with PYTHIA8.204 [25] with tune CUETM1 [26] and processed
through the CMS detector simulation, and in situ measurements with dijet, photon+jet, and
Z+jet events. An offset correction is applied to account for the extra energy clustered into jets
due to the contribution of neutral particles produced by additional pileup interactions within
the same or neighbouring bunch crossings.

The JES correction, applied as a multiplicative factor to the jet four-momentum vector, depends
on the jet h and pT values. The typical correction is about 10% for a central jet with a pT of
100 GeV, and decreases with increasing pT.

Events are required to have at least one primary vertex (PV). If more than one primary vertex
is present, the vertex with the highest sum of the squared pT of the associated tracks is selected.
This selected vertex is required to be reconstructed from at least five charged-particle tracks and
must satisfy a set of quality requirements, including |zPV| < 24 cm and rPV < 2 cm, where zPV
and rPV are the longitudinal and transverse distances of the primary vertex from the nominal
interaction point in the CMS detector. Jets with pT > 114 GeV are grouped in seven different
|y| bins. Additional selection criteria are applied to each event to remove spurious jet-like sig-
natures originating from isolated noise patterns in certain HCAL regions. To suppress noise
patterns, tight identification criteria are applied [27]: each jet should contain at least two parti-
cles, one of which is a charged hadron, and the jet energy fraction carried by neutral hadrons
and photons should be less than 90%. These criteria have an efficiency greater than 99% for
genuine jets.

4 Measurement of the double-differential inclusive jet cross sec-

tion

The double-differential inclusive jet cross section is defined as

d2s

dpTdy
=

1
eL

Nj

DpTDy
, (1)

where L is the integrated luminosity, Nj is the number of jets in a bin of a width DpT in trans-
verse momentum and Dy in rapidity, and e is the product of the trigger and jet selection ef-
ficiencies, which is greater than 99%. The phase space in rapidity is subdivided into six bins
from y = 0 to |y| = 3 with |Dy| = 0.5, and one bin from |y| = 3.2 to 4.7, the forward rapidity
region. The bin width in pT is chosen in such a way that bin-to-bin migrations due to detector
resolution are less than 50%. In each bin, the statistical uncertainty is derived through the for-
mula

p
(4 � 3 f )/(2 � f )

p
Njets, where f corresponds to the fraction of events which contribute

with exactly one jet in the bin [6]. This procedure corrects for possible multiple entries per
event. The fraction f is typically larger than 95% in the entire phase-space considered, thus the
correction is small.

The double-differential inclusive jet cross section is corrected for the detector resolution and
unfolded to the stable particle level [28]. In this way, a direct comparison of this measurement
to results from other experiments and to QCD predictions is possible. Particles are considered
stable if their mean path length ct is greater than 10 mm.
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Figure 4: Double-differential inclusive jet cross section as function of jet pT. On the left, data
(points) and predictions from NLOJET++ based on the CT14 PDF set corrected for the NP and
electroweak effects (line) are shown. On the right, data (points) and predictions from POWHEG
(PH) + PYTHIA8 (P8) with tune CUETM1 (line) are shown. Jets are clustered with the anti-kt
algorithm (R = 0.7).
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Figure 5: Double-differential inclusive jet cross section as function of jet pT. On the left, data
(points) and predictions from NLOJET++ based on the CT14 PDF set corrected for the NP and
electroweak effects (line) are shown. On the right, data (points) and predictions from POWHEG
(PH) + PYTHIA8 (P8) with tune CUETM1 (line) are shown. Jets are clustered with the anti-kt
algorithm (R = 0.4).
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(points) and predictions from NLOJET++ based on the CT14 PDF set corrected for the NP and
electroweak effects (line) are shown. On the right, data (points) and predictions from POWHEG
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algorithm (R = 0.7).
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Figure 5: Double-differential inclusive jet cross section as function of jet pT. On the left, data
(points) and predictions from NLOJET++ based on the CT14 PDF set corrected for the NP and
electroweak effects (line) are shown. On the right, data (points) and predictions from POWHEG
(PH) + PYTHIA8 (P8) with tune CUETM1 (line) are shown. Jets are clustered with the anti-kt
algorithm (R = 0.4).
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Jets and PDFs with CMS Data

Comparison with the theory prediction
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Figure 7: Ratio of measured values to theoretical prediction from NLOJET++ using the CT14
PDF set and corrected for the NP and electroweak effects. Predictions employing three other
PDF sets are also shown for comparison. Jets are clustered with the anti-kt algorithm with a
distance parameter of 0.4. The error bars correspond to the statistical uncertainties of the data
and the shaded bands to the total experimental systematic uncertainties.
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Figure 7: Ratio of measured values to theoretical prediction from NLOJET++ using the CT14
PDF set and corrected for the NP and electroweak effects. Predictions employing three other
PDF sets are also shown for comparison. Jets are clustered with the anti-kt algorithm with a
distance parameter of 0.4. The error bars correspond to the statistical uncertainties of the data
and the shaded bands to the total experimental systematic uncertainties.

10 7 Summary

 (GeV)
T

Jet p
200 300 400 1000 2000

Ra
tio

 to
 N

LO
Je

t+
+ 

CT
14

0.5

1

1.5

2

2.5
Data
HERAPDF1.5
NNPDF3.0
MMHT2014
Exp. uncert.
Theo. uncert.

 (13 TeV)-171 pb

CMS

 R = 0.7tAnti-k
|y| < 0.5

 (GeV)
T

Jet p
200 300 400 1000

Ra
tio

 to
 N

LO
Je

t+
+ 

CT
14

0.5

1

1.5

2

2.5
Data
HERAPDF1.5
NNPDF3.0
MMHT2014
Exp. uncert.
Theo. uncert.

 (13 TeV)-171 pb

CMS

 R = 0.7tAnti-k
0.5 < |y| < 1.0

 (GeV)
T

Jet p
200 300 400 1000

Ra
tio

 to
 N

LO
Je

t+
+ 

CT
14

0.5

1

1.5

2

2.5
Data
HERAPDF1.5
NNPDF3.0
MMHT2014
Exp. uncert.
Theo. uncert.

 (13 TeV)-171 pb

CMS

 R = 0.7tAnti-k
1.0 < |y| < 1.5

 (GeV)
T

Jet p
200 300 400 1000

Ra
tio

 to
 N

LO
Je

t+
+ 

CT
14

0.5

1

1.5

2

2.5
Data
HERAPDF1.5
NNPDF3.0
MMHT2014
Exp. uncert.
Theo. uncert.

 (13 TeV)-171 pb

CMS

 R = 0.7tAnti-k
1.5 < |y| < 2.0

 (GeV)
T

Jet p
200 300 400 1000

Ra
tio

 to
 N

LO
Je

t+
+ 

CT
14

0.5

1

1.5

2

2.5 Data
HERAPDF1.5
NNPDF3.0
MMHT2014
Exp. uncert.
Theo. uncert.

 (13 TeV)-171 pb

CMS

 R = 0.7tAnti-k
2.0 < |y| < 2.5

 (GeV)
T

Jet p
200 300 400 500

Ra
tio

 to
 N

LO
Je

t+
+ 

CT
14

0.5

1

1.5

2

2.5

3 Data
HERAPDF1.5
NNPDF3.0
MMHT2014
Exp. uncert.
Theo. uncert.

 (13 TeV)-171 pb

CMS

 R = 0.7tAnti-k
2.5 < |y| < 3.0

 (GeV)
T

Jet p
120 140 160 180 200 220

Ra
tio

 to
 N

LO
Je

t+
+ 

CT
14

0.5

1

1.5

2

2.5

3 Data
HERAPDF1.5
NNPDF3.0
MMHT2014
Exp. uncert.
Theo. uncert.

 (13 TeV)-144 pb

CMS

 R = 0.7tAnti-k
3.2 < |y| < 4.7

Figure 6: Ratio of measured values to theoretical prediction from NLOJET++ using the CT14
PDF set and corrected for the NP and electroweak effects. Predictions employing three other
PDF sets are also shown for comparison. Jets are clustered with the anti-kt algorithm with a
distance parameter of 0.7. The error bars correspond to the statistical uncertainties of the data
and the shaded bands to the total experimental systematic uncertainties.
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Figure 6: Ratio of measured values to theoretical prediction from NLOJET++ using the CT14
PDF set and corrected for the NP and electroweak effects. Predictions employing three other
PDF sets are also shown for comparison. Jets are clustered with the anti-kt algorithm with a
distance parameter of 0.7. The error bars correspond to the statistical uncertainties of the data
and the shaded bands to the total experimental systematic uncertainties.
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Figure 7: Ratio of measured values to theoretical prediction from NLOJET++ using the CT14
PDF set and corrected for the NP and electroweak effects. Predictions employing three other
PDF sets are also shown for comparison. Jets are clustered with the anti-kt algorithm with a
distance parameter of 0.4. The error bars correspond to the statistical uncertainties of the data
and the shaded bands to the total experimental systematic uncertainties.
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Figure 6: Ratio of measured values to theoretical prediction from NLOJET++ using the CT14
PDF set and corrected for the NP and electroweak effects. Predictions employing three other
PDF sets are also shown for comparison. Jets are clustered with the anti-kt algorithm with a
distance parameter of 0.7. The error bars correspond to the statistical uncertainties of the data
and the shaded bands to the total experimental systematic uncertainties.
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Inclusive Jet Cross Sections @ 13 TeV 

Inclusive Jet Cross Sections @ 13 TeV  Bora Isildak

• Jet cross sections for R = 0.7 are accurately described !

• However, for R = 0.4, theory overestimates the cross section by 5–10% almost everywhere!

• POWHEG + PYTHIA8 for two different tunes, perform equally well for R = 0.4 and R= 0.4 

• This result is consistent with the previous measurement* performed at √s = 7 TeV

/33 

Jets and PDFs with CMS Data

Comparison with the theory prediction
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Figure 9: Ratio of measured values to predictions from POWHEG (PH) + PYTHIA8 (P8) with
tune CUETM1. Predictions employing four other MC generators are also shown for compar-
ison, where PH, P8, and Hpp stands for POWHEG, PYTHIA8, and HERWIG++ (HPP), respec-
tively. Jets are clustered with the anti-kt algorithm with a distance parameter of 0.4. The error
bars correspond to the statistical uncertainties of the data and the shaded bands to the total
experimental systematic uncertainties.
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Figure 9: Ratio of measured values to predictions from POWHEG (PH) + PYTHIA8 (P8) with
tune CUETM1. Predictions employing four other MC generators are also shown for compar-
ison, where PH, P8, and Hpp stands for POWHEG, PYTHIA8, and HERWIG++ (HPP), respec-
tively. Jets are clustered with the anti-kt algorithm with a distance parameter of 0.4. The error
bars correspond to the statistical uncertainties of the data and the shaded bands to the total
experimental systematic uncertainties.
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Figure 8: Ratio of measured values to predictions from POWHEG (PH) + PYTHIA8 (P8) with
tune CUETM1. Predictions employing four other MC generators are also shown for compar-
ison, where PH, P8, and Hpp stands for POWHEG, PYTHIA8, and HERWIG++ (HPP), respec-
tively. Jets are clustered with the anti-kt algorithm with a distance parameter of 0.7. The error
bars correspond to the statistical uncertainties of the data and the shaded bands to the total
experimental systematic uncertainties.
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Fig. 2 Overview of the NP correction factors and their uncertainties
in the inner |y|max < 1 (solid line) and in the outer rapidity region
1 ≤ |y|max < 2 (dashed line)

All PDF sets include a maximum of five active flavours N f
except for NNPDF2.1, which has N f,max = 6. Only the
ABM11 PDF set employs a fixed-flavour number scheme
in contrast to variable-flavour number schemes favoured by
all other PDF sets. The PDF uncertainties in the cross section
predictions are evaluated according to the prescriptions rec-
ommended for the respective PDFs. More details are avail-
able in the references listed in Table 2.

For the NP corrections, the multijet-improved MC event
generators sherpa version 1.4.3 [45] and MadGraph 5 ver-
sion 1.5.12 [46] are used to simulate 3-jet events. sherpa
employs a dipole formulation for parton showering [47,48],
a cluster model for hadronization [49], and an MPI model for
the underlying event that is based on independent hard pro-
cesses similar to pythia [33,45]. In the case of MadGraph,
the steps of parton showering, hadronization, and multiple
parton scatterings come from pythia version 6.4.26 with
default settings using the Lund string model for hadroniza-
tion [29–31] and a multiple-interaction model for the under-
lying event that is interleaved with the parton shower [27].
The 3-jet mass is determined for a given event before and
after the MPI and hadronization phases are performed. This
allows the derivation of correction factors, which are applied
to the theory prediction at NLO. The correction factor is
defined as the mean of the corrections from the two exam-
ined event generators and ranges in value from 1.16 for the
low mass range to about 1.05 at high 3-jet mass. The system-
atic uncertainty in the NP correction factors is estimated as
plus or minus half of the spread between the two predictions
and amounts to roughly±2 %. The NP correction factors and
their uncertainties are shown in Fig. 2 for both rapidity bins.

An overview of the different theoretical uncertainties is
given in Fig. 3.
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Fig. 3 Overview of the theory uncertainties in the inner |y|max < 1
(top) and in the outer rapidity region 1 ≤ |y|max < 2 (bottom) for the
CT10 PDF set with NLO PDF evolution
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Fig. 5 Ratio of the 3-jet mass cross section, divided by NP correc-
tions, to the theory prediction at NLO with the CT10-NLO (top) or
CT10-NNLO PDF set (bottom) for the inner rapidity region (left) and
for the outer rapidity region (right). The data are shown with error bars
representing the statistical uncertainty after unfolding added quadrati-
cally to the 1 % uncorrelated residual uncertainty and gray rectangles

for the total correlated systematic uncertainty. The light gray (colour
version: yellow) band indicates the PDF uncertainty for the CT10 PDF
sets at 68 % confidence level. In addition, the ratios of the NLO predic-
tions are displayed for the PDF sets MSTW2008, NNPDF2.1, HERA-
PDF1.5, and ABM11, also at next-to- (top) and next-to-next-to-leading
evolution order (bottom)

6 Results and determination of the strong coupling
constant

Figure 4 compares the measured 3-jet mass spectrum to
the Theory prediction. This prediction is based on an NLO
3-jet calculation, which employs the CT10-NLO PDF set and
is corrected for nonperturbative effects. Perturbative QCD
describes the 3-jet mass cross section over five orders of
magnitude for 3-jet masses up to 3 TeV. The ratios of the
measured cross sections to the theory predictions are pre-
sented in Fig. 5 to better judge potential differences between
data and theory. Within uncertainties, most PDF sets are
able to describe the data. Some deviations are visible for
small m3. Significant deviations are exhibited when using

the ABM11 PDFs, which therefore are not considered in our
fits of αS(MZ).

In the following, the PDFs are considered to be an exter-
nal input such that a value of αS(MZ) can be determined.
Potential correlations between αS(MZ) and the PDFs are
taken into account by using PDF sets that include variations
in αS(MZ) as listed in Table 2. Figure 6 demonstrates for
the example of the CT10-NLO PDF set the sensitivity of
the theory predictions with respect to variations in the value
of αS(MZ) in comparison to the data and their total uncer-
tainty.

A value of αS(MZ) is determined by minimizing the χ2

between the N measurements Di and the theoretical predic-
tions Ti . The χ2 is defined as
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Abstract This paper presents a measurement of the inclu-
sive 3-jet production differential cross section at a proton–
proton centre-of-mass energy of 7 TeV using data corre-
sponding to an integrated luminosity of 5 fb−1 collected with
the CMS detector. The analysis is based on the three jets
with the highest transverse momenta. The cross section is
measured as a function of the invariant mass of the three jets
in a range of 445–3270 GeV and in two bins of the maxi-
mum rapidity of the jets up to a value of 2. A comparison
between the measurement and the prediction from pertur-
bative QCD at next-to-leading order is performed. Within
uncertainties, data and theory are in agreement. The sensi-
tivity of the observable to the strong coupling constant αS
is studied. A fit to all data points with 3-jet masses larger
than 664 GeV gives a value of the strong coupling constant
of αS(MZ) = 0.1171 ± 0.0013 (exp) +0.0073

−0.0047 (theo).

1 Introduction

A key characteristic of highly energetic proton–proton col-
lisions at the LHC is the abundant production of multijet
events. At high transverse momenta pT, such events are
described by quantum chromodynamics (QCD) in terms of
parton–parton scattering. The simplest jet production pro-
cess corresponds to a 2 → 2 reaction with the two outgoing
partons fragmenting into a pair of jets. Two cross sections,
for which the leading-order (LO) predictions in perturbative
QCD (pQCD) are proportional to the square of the strong
coupling constant, α2

S, are conventionally defined: the inclu-
sive single-jet cross section as a function of jet pT and rapid-
ity y, and the 2-jet production cross section as a function
of the 2-jet invariant mass and a rapidity-related kinematic
quantity that provides a separation of the phase space into
exclusive bins. The ATLAS Collaboration usually character-
izes the 2-jet system in terms of the rapidity separation of

∗ e-mail: cms-publication-committee-chair@cern.ch

the two jets leading in pT, while CMS employs the larger
of the two absolute rapidities of the two jets. Corresponding
measurements by the ATLAS and CMS Collaborations can
be found in Refs. [1–6].

In this paper, the inclusive 3-jet production differential
cross section is measured as a function of the invariant mass
m3 of the three jets leading in pT and of their maximum
rapidity ymax, which are defined as follows:

m2
3 = (p1 + p2 + p3)

2

ymax = sgn
(
|max(y1, y2, y3)|

−|min(y1, y2, y3)|
)
· max (|y1|, |y2|, |y3|) , (1)

where pi and yi are the four-momentum and rapidity of the
i th jet leading in pT. Following Ref. [3], ymax is defined as
a signed quantity such that the double-differential cross sec-
tion, d2σ/dm3 dymax, can be written in a way similar to the
inclusive jet cross section, d2σ/dpT dy, including a factor of
2 for rapidity bin widths in terms of |ymax| and |y|, respec-
tively. The absolute value of ymax is equal to the maximum
|y| of the jets, denoted |y|max. A previous study of the 3-
jet mass spectra was published by the D0 Collaboration [7].
Very recently, ATLAS submitted a 3-jet cross section mea-
surement [8].

For this cross section, the LO process is proportional to
α3

S and theoretical predictions are available up to next-to-
leading order (NLO) [9,10] making precise comparisons to
data possible. The potential impact of this measurement on
the parton distribution functions (PDFs) of the proton is stud-
ied and the strong coupling constant αS is extracted. In previ-
ous publications by CMS, the value of αS was determined to
αS(MZ) = 0.1148± 0.0014 (exp)± 0.0050 (theo) by inves-
tigating the ratio of inclusive 3-jet to inclusive 2-jet pro-
duction, R32 [11], and αS(MZ) = 0.1185 ± 0.0019 (exp)
+0.0060
−0.0037 (theo) by fitting the inclusive jet cross section [12].
The ratio R32 benefits from uncertainty cancellations, but it
is only proportional to αS at LO, leading to a correspond-
ingly high sensitivity to its experimental uncertainties in fits
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Table 1 Trigger and turn-on thresholds in leading jet pT, and the num-
ber of events recorded via the single-jet trigger paths used for this mea-
surement

Trigger threshold Turn-on threshold Recorded events
pT (GeV) pT,99 % (GeV)

60 85 2 591 154

80 110 1 491 011

110 144 2 574 451

150 192 2 572 083

190 238 3 533 874

240 294 3 629 577

300 355 9 785 529

370 435 3 129 458

thresholds, each trigger contributes around 25 % to the final
event yield.

The recorded events are filtered with tracking-based selec-
tions [21] to remove interactions between the circulating
proton bunches and residual gas particles or the beam colli-
mators. To further reject beam backgrounds and off-centre
parasitic bunch crossings, standard vertex selection cuts
are applied [21]. To enhance the QCD event purity, events
in which the missing transverse energy Emiss

T amounts to
more than 30 % of the measured total transverse energy are
removed. The missing transverse energy is calculated by
requiring momentum conservation for the reconstructed par-
ticle flow candidates [19].

Jet identification (jet ID) selection criteria [22] are devel-
oped to reject pure noise or noise enhanced jets, while keep-
ing more than 99 % of physical jets with transverse momen-
tum above 10 GeV. In contrast to the previous selection
criteria, which reject complete events, the jet ID removes
only individual jets from the event. The jet ID applied to the
particle-flow jets requires that each jet should contain at least
two particles, one of which is a charged hadron. In addition,
the jet energy fraction carried by neutral hadrons and pho-
tons must be less than 90 %. These criteria have an efficiency
greater than 99 % for hadronic jets.

4 Measurement and experimental uncertainties

The double-differential 3-jet production cross section is mea-
sured as a function of the invariant 3-jet mass m3 and the
maximum rapidity ymax of the three jets with the highest
transverse momenta in the event:

d2σ

dm3 dymax
= 1

ϵL
N

#m3(2#|y|max)
. (2)

Here, L is the integrated luminosity and N is the number of
events. The efficiency ϵ is the product of the trigger and event
selection efficiencies, and differs from unity by less than one

percent for this jet analysis. Differences in the efficiency with
respect to unity are included in a systematic uncertainty. The
width of a 3-jet mass bin is based on the 3-jet mass resolution,
which is derived from a detector simulation. Starting atm3 =
50 GeV, the bin width increases progressively with m3. In
addition, the phase space is split into an inner, |y|max < 1,
and an outer, 1 ≤ |y|max < 2, rapidity region. The bin widths
in ymax are equal to 2. Events with |y|max ≥ 2 are rejected.

To remove the impact of detector effects from limited
acceptance and finite resolution, the measurement is cor-
rected with the iterative d’Agostini unfolding algorithm [23]
with four iterations. Response matrices for the unfolding
algorithm are derived from detector simulation by using the
two event generators pythia version 6.4.22 [24] with tune
Z2 [25] and herwig++ version 2.4.2 [26] with the default
tune. (The pythia 6 Z2 tune is identical to the Z1 tune
described in [25] except that Z2 uses the CTEQ6L PDF while
Z1 uses CTEQ5L.) Differences in the unfolding result are
used to evaluate the uncertainties related to assumptions in
modelling the parton showering [27,28], hadronization [29–
32], and the underlying event [27,33,34] in these event
generators. Additional uncertainties are determined from an
ensemble of Monte Carlo (MC) experiments, where the data
input and the response matrix are varied within the limits of
their statistical precision before entering the unfolding algo-
rithm. The unfolding result corresponds to the sample mean,
while the statistical uncertainty, which is propagated through
the unfolding procedure, is given by the sample covariance.
The variation of the input data leads to the statistical uncer-
tainty in the unfolded cross section, while the variation of the
response matrix is an additional uncertainty inherent in the
unfolding technique because of the limited size of simulated
samples.

The systematic uncertainty related to the determination of
the jet energy scale (JES) is evaluated via 16 independent
sources as described in Ref. [3]. The modified prescription
for the treatment of correlations as recommended in Ref. [12]
is applied. To reduce artifacts caused by trigger turn-ons and
prescale weights, the JES uncertainty is propagated to the
cross section measurement by employing an ensemble of MC
experiments, where the data input is varied within the lim-
its of the systematic uncertainty and where average prescale
weights are used.

The luminosity uncertainty, which is fully correlated
across all m3 and ymax bins, is estimated to be 2.2 % [35].

Residual jet reconstruction and trigger inefficiencies are
accounted for by an additional uncorrelated uncertainty of
1 % as in Ref. [3].

Figure 1 presents an overview of the experimental uncer-
tainties for the 3-jet mass measurement. Over a wide range of
3-jet masses, the JES uncertainty represents the largest con-
tribution. At the edges of the investigated phase space, i.e. in
the low and high 3-jet mass regions, statistical and unfold-
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which are of comparable size, the data are in 
agreement with predictions of perturbative QCD 
at next-to-leading order.
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Fig. 14 The gluon (top left), sea quark (top right), u valence quark
(bottom left), and d valence quark (bottom right) PDFs as a func-
tion of x as derived from HERA-I inclusive DIS data alone (dashed
line) and in combination with CMS inclusive jet data (full line).

The PDFs are determined employing the HERAPDF method with a
Q2

min = 7.5 GeV2 selection criterion. The PDFs are shown at the start-
ing scale Q2 = 1.9 GeV2. Only the total uncertainty in the PDFs is
shown (hatched and solid bands)

from those obtained in the central fit define the parameter-
ization uncertainty. The experimental, model, and parame-
terization uncertainties are added in quadrature to give the
final PDF uncertainty according to the HERAPDF prescrip-
tion [19].

Using this fitting setup, the partial χ2 values per number
of data points, ndata, are reported in Table 9 for each of the
neutral current (NC) and charged current (CC) data sets in
the HERA-I DIS fit and for the combined fit including the
CMS inclusive jet data. The achieved fit qualities demon-
strate the compatibility of all data within the presented PDF
fitting framework. The resulting PDFs with breakdown of the
uncertainties for the gluon, the sea, u valence, and d valence
quarks with and without CMS inclusive jet data are arranged
next to each other in Figs. 12 and 13. Figure 14 provides
direct comparisons of the two fit results with total uncer-
tainties. The parameterization and model uncertainties of the
gluon distribution are significantly reduced for almost the
whole x range from 10−4 up to 0.5. When DIS data below
Q2

min = 7.5 GeV2 are included in the fit, the effect is much

reduced for the low x region x < 0.01, but remains important
for medium to high x . Also, for the u valence, d valence, and
sea quark distributions some reduction in their uncertainty is
visible at high x (x ! 0.1).

At the same time, some structure can be seen, particularly
in the parameterization uncertainties that might point to a still
insufficient flexibility in the parameterizations. Therefore, a
comparison is presented in the next Sect. 5.4, using the MC
method with the regularisation based on data, which is also
implemented within the HERAFitter framework.

5.4 Determination of PDF uncertainties using the MC
method with regularisation

To study more flexible PDF parameterizations, a MC method
based on varying the input data within their correlated uncer-
tainties is employed in combination with a data-based reg-
ularisation technique. This method was first used by the
NNPDF Collaboration and uses a more flexible parameter-
ization to describe the x dependence of the PDFs [63]. To
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Fig. 16 The gluon (top left), sea quark (top right), u valence quark
(bottom left), and d valence quark (bottom right) PDFs as a function of
x as derived from HERA-I inclusive DIS data alone (dashed line) and
in combination with CMS inclusive jet data (full line). The PDFs are

determined employing the MC method with data-derived regularisation.
The PDFs are evolved to Q2 = 104 GeV2. Only the total uncertainty in
the PDFs is shown (hatched and solid bands)

PDF and a somehwat larger improvement for the d valence
quark PDF, which is expected from the correlations, stud-
ied in Fig. 11, where the quark distributions are constrained
via the qq contribution to jet production at high |y| and pT.
Changes in shape of the d valence quark PDF go into oppo-
site directions for the two methods, but are compatible within
uncertainties.

All preceding figures presented the PDFs at the starting
scale of the evolution of Q2 = 1.9 GeV2. For illustration,
Fig. 16 displays the PDFs derived with the regularised MC
method after evolution to a scale of Q2 = 104 GeV2. Finally,
Fig. 17 shows an overview of the gluon, sea, u valence, and d
valence distributions at the starting scale of Q2 = 1.9 GeV2

for both techniques, the HERAPDF and the regularised MC
method.

5.5 Combined fit of PDFs and the strong coupling constant

Inclusive DIS data alone are not sufficient to disentan-
gle effects on cross section predictions from changes in

the gluon distribution or αS(MZ) simultaneously. There-
fore αS(MZ) was always fixed to 0.1176 in the original
HERAPDF1.0 derivation. When the CMS inclusive jet data
are added, this constraint can be dropped and αS(MZ) and
its uncertainty (without Q scale variations) is determined
to αS(MZ) = 0.1192+0.0023

−0.0019 (all except scale). Repeating
the fit with the regularised MC method gives αS(MZ) =
0.1188 ± 0.0041 (all except scale).

Since a direct correspondence among the different com-
ponents of the uncertainty can not easily be established, only
the quadratic sum of experimental, PDF, and NP uncertain-
ties are presented, which is equivalent to the total uncer-
tainty without scale uncertainty. For example, the HERA-I
DIS data contribute to the experimental uncertainty in the
combined fits, but contribute only to the PDF uncertainty
in separate αS(MZ) fits. The HERAPDF prescription for
PDF fits tends to small uncertainties, while the uncertain-
ties of the MC method with data-derived regularisation are
twice as large. For comparison, the corresponding uncer-
tainty in αS(MZ) using more precisely determined PDFs
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Fig. 17 Overview of the gluon, sea, u valence, and d valence PDFs
before (dashed line) and after (full line) including the CMS inclusive jet
data into the fit. Theplots show the PDF fit outcome from the HERAPDF
method (top) and from the MC method with data-derived regularisation
(bottom). The PDFs are shown at the starting scale Q2 = 1.9 GeV2.
The total uncertainty including the CMS inclusive jet data is shown as
a band around the central fit result

from global fits as in Sect. 4 gives a result between the two:
αS(MZ) = 0.1185 ± 0.0034 (all except scale).

The evaluation of scale uncertainties is an open issue,
which is ignored in all global PDF fits given in Table 1. The
impact is investigated in Refs. [20,76–78], where scale defi-
nitions and K -factors are varied. Lacking a recommended
procedure for the scale uncertainties in combined fits of
PDFs and αS(MZ), two evaluations are reported here for
the HERAPDF method. In the first one, the combined fit
of PDFs and αS(MZ) is repeated for each variation of the
scale factors from the default choice of µr = µ f = pT
for the same six combinations as explained in Sect. 4.2. The
scale for the HERA DIS data is not changed. The maxi-
mal observed upward and downward changes of αS(MZ)

with respect to the default scale factors are then taken
as scale uncertainty, irrespective of changes in the PDFs:
"αS(MZ) = +0.0022

−0.0009 (scale).
The second procedure is analogous to the method

employed to determine αS(MZ) in Sect. 4. The best PDFs

are derived for a series of fixed values of αS(MZ) as done for
the global PDF sets. Using this series of PDFs with varying
values of αS(MZ), the combination of PDF and αS(MZ) that
best fits the HERA-I DIS and CMS inclusive jet data is found.
The αS(MZ) values determined both ways are consistent with
each other. The fits are now repeated for the same scale factor
variations, and the maximal observed upward and downward
changes of αS(MZ) with respect to the default scale factors
are taken as scale uncertainty: "αS(MZ) = +0.0024

−0.0039 (scale).
In contrast to the scale uncertainty of the first procedure,

there is less freedom for compensating effects between dif-
ferent gluon distributions and αS(MZ) values in the second
procedure, and the latter procedure leads to a larger scale
uncertainty as expected. In overall size the uncertainty is
similar to the final results on αS(MZ) reported in the last
section: "αS(MZ) = +0.0053

−0.0024 (scale).

6 Summary

An extensive QCD study has been performed based on the
CMS inclusive jet data in Ref. [1]. Fits dedicated to deter-
mine αS(MZ) have been performed involving QCD predic-
tions at NLO complemented with electroweak and NP cor-
rections. Employing global PDFs, where the gluon is con-
strained through data from various experiments, the strong
coupling constant has been determined to be

αS(MZ) = 0.1185 ± 0.0019 (exp)± 0.0028 (PDF)

± 0.0004 (NP)+0.0053
−0.0024 (scale),

which is consistent with previous results.
It was found that the published correlations of the exper-

imental uncertainties adequately reflect the detector charac-
teristics and reliable fits of standard model parameters could
be performed within each rapidity region. However, when
combining several rapidity regions, it was discovered that the
assumption of full correlation in rapidity y had to be revised
for one source of uncertainty in the JES, which suggested a
modified correlation treatment that is described and applied
in this work.

To check the running of the strong coupling, all fits have
also been carried out separately for six bins in inclusive jet
pT, where the scale Q of αS(Q) is identified with pT. The
observed behaviour of αS(Q) is consistent with the energy
scale dependence predicted by the renormalization group
equation of QCD, and extends the H1, ZEUS, and D0 results
to the TeV region.

The impact of the inclusive jet measurement on the PDFs
of the proton is investigated in detail using the HERAFit-
ter tool. When the CMS inclusive jet data are used together
with the HERA-I DIS measurements, the uncertainty in the
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Fig. 17 Overview of the gluon, sea, u valence, and d valence PDFs
before (dashed line) and after (full line) including the CMS inclusive jet
data into the fit. Theplots show the PDF fit outcome from the HERAPDF
method (top) and from the MC method with data-derived regularisation
(bottom). The PDFs are shown at the starting scale Q2 = 1.9 GeV2.
The total uncertainty including the CMS inclusive jet data is shown as
a band around the central fit result

from global fits as in Sect. 4 gives a result between the two:
αS(MZ) = 0.1185 ± 0.0034 (all except scale).

The evaluation of scale uncertainties is an open issue,
which is ignored in all global PDF fits given in Table 1. The
impact is investigated in Refs. [20,76–78], where scale defi-
nitions and K -factors are varied. Lacking a recommended
procedure for the scale uncertainties in combined fits of
PDFs and αS(MZ), two evaluations are reported here for
the HERAPDF method. In the first one, the combined fit
of PDFs and αS(MZ) is repeated for each variation of the
scale factors from the default choice of µr = µ f = pT
for the same six combinations as explained in Sect. 4.2. The
scale for the HERA DIS data is not changed. The maxi-
mal observed upward and downward changes of αS(MZ)

with respect to the default scale factors are then taken
as scale uncertainty, irrespective of changes in the PDFs:
"αS(MZ) = +0.0022

−0.0009 (scale).
The second procedure is analogous to the method

employed to determine αS(MZ) in Sect. 4. The best PDFs

are derived for a series of fixed values of αS(MZ) as done for
the global PDF sets. Using this series of PDFs with varying
values of αS(MZ), the combination of PDF and αS(MZ) that
best fits the HERA-I DIS and CMS inclusive jet data is found.
The αS(MZ) values determined both ways are consistent with
each other. The fits are now repeated for the same scale factor
variations, and the maximal observed upward and downward
changes of αS(MZ) with respect to the default scale factors
are taken as scale uncertainty: "αS(MZ) = +0.0024

−0.0039 (scale).
In contrast to the scale uncertainty of the first procedure,

there is less freedom for compensating effects between dif-
ferent gluon distributions and αS(MZ) values in the second
procedure, and the latter procedure leads to a larger scale
uncertainty as expected. In overall size the uncertainty is
similar to the final results on αS(MZ) reported in the last
section: "αS(MZ) = +0.0053

−0.0024 (scale).

6 Summary

An extensive QCD study has been performed based on the
CMS inclusive jet data in Ref. [1]. Fits dedicated to deter-
mine αS(MZ) have been performed involving QCD predic-
tions at NLO complemented with electroweak and NP cor-
rections. Employing global PDFs, where the gluon is con-
strained through data from various experiments, the strong
coupling constant has been determined to be

αS(MZ) = 0.1185 ± 0.0019 (exp)± 0.0028 (PDF)

± 0.0004 (NP)+0.0053
−0.0024 (scale),

which is consistent with previous results.
It was found that the published correlations of the exper-

imental uncertainties adequately reflect the detector charac-
teristics and reliable fits of standard model parameters could
be performed within each rapidity region. However, when
combining several rapidity regions, it was discovered that the
assumption of full correlation in rapidity y had to be revised
for one source of uncertainty in the JES, which suggested a
modified correlation treatment that is described and applied
in this work.

To check the running of the strong coupling, all fits have
also been carried out separately for six bins in inclusive jet
pT, where the scale Q of αS(Q) is identified with pT. The
observed behaviour of αS(Q) is consistent with the energy
scale dependence predicted by the renormalization group
equation of QCD, and extends the H1, ZEUS, and D0 results
to the TeV region.

The impact of the inclusive jet measurement on the PDFs
of the proton is investigated in detail using the HERAFit-
ter tool. When the CMS inclusive jet data are used together
with the HERA-I DIS measurements, the uncertainty in the

123

The plots show the PDF fit outcome from the HERAPDF method (top) and from the MC 
method with data-derived regularisation (bottom). The PDFs are shown at the starting scale 
Q2= 1.9GeV2
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Table 7: Partial c2/ndp per number of data points ndp for the data sets used in the QCD analysis.
The global c2/ndof per degrees of freedom of 1471/1216 is obtained, with correlated c2 of 94.

Data sets Partial c2/ndp

HERA1+2 Neutral Current e+p Ep = 920 GeV 440/377
HERA1+2 Neutral Current e+p Ep = 820 GeV 416/379
HERA1+2 Neutral Current e+p Ep = 575 GeV 214/254
HERA1+2 Neutral Current e+p Ep = 460 GeV 210/204
HERA1+2 Neutral Current e�p 218/159
HERA1+2 Charged Current e+p 46/39
HERA1+2 Charged Current e�p 50/42
CMS inclusive jets 8 TeV 0 < y < 0.5 53/36

0.5 < y < 1.0 34/36
1.0 < y < 1.5 35/35
1.5 < y < 2.0 52/29
2.0 < y < 2.5 49/24
2.5 < y < 3.0 4.9/18
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Figure 12: Distributions of gluon (left), u-valence quark (middle) d-valence quark as functions
of x at the starting scale Q2 = 1.9 GeV 2. The results of the fit to the HERA data and inclusive jet
measurements at 8 TeV (shaded band), and to HERA only (hatched band) are compared with
their total uncertainties, as determined by using the HERAPDF method. In the bottom panels
the fractional uncertainties are shown.

fit [21] to the HERA DIS data and the CMS measurements at 7 TeV and, alternatively, at 8 TeV
are compared. The observations are similar to those in the QCD analysis [21].

10 Summary

A measurement of the inclusive jet cross section is presented using 19.71 fb�1 of data from
proton-proton collisions at

p
s = 8 TeV collected with the CMS detector. The result is presented

as a function of both jet transverse momentum pT and rapidity y and covers a large range in
jet pT from 74 GeV up to 2.5 TeV, in six rapidity bins up to |y| = 3.0. The parton momentum
fractions x probed in this measurement cover the range 0.019 < x < 0.625.

Detailed studies of experimental and theoretical sources of uncertainty have been carried out.
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Figure 13: Distributions of gluon (left), u-valence quark (middle) d-valence quark as functions
of x at the starting scale Q2 = 105 GeV 2. The results of the fit to the HERA data and inclusive jet
measurements at 8 TeV (shaded band), and to HERA only (hatched band) are compared with
their total uncertainties, as determined by using the HERAPDF method. In the bottom panels
the fractional uncertainties are shown.
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Figure 14: Gluon PDF distribution as functions of x at the starting scale Q2 = 1.9 GeV 2 as
derived from HERA inclusive DIS (left) and in combination with CMS inclusive jet data (right).
Different contributions to the PDF uncertainty are represented by bands of different shades. In
the bottom panels the fractional uncertainties are shown.

The dominant sources of experimental systematic uncertainty are due to the jet energy scale,
unfolding and luminosity measurement uncertainty. These lead to about 5-45% uncertainty
in the differential cross section measurement. In comparison, the theory predictions are most
affected by PDF uncertainties, and their range is strongly dependent on the pT and rapidity
interval: at low pT they are about 7%, but their size increases up to 40% in the most central
intervals, and exceed 200% in the outermost regions. Many uncertainties are found to cancel in
the ratio with the corresponding results at 7 TeV, leading to uncertainties ranging from about
5% to 25%, both for the measurement and for the theoretical predictions.

It is demonstrated that perturbative QCD, supplemented by a small nonperturbative correc-
tion, is able to well describe the data over a wide range of jet transverse momentum and ra-
pidity and over many orders of magnitude in cross section. This new inclusive jet cross section
measurement probes a wide range in x and momentum scale Q and hence can be used to con-
strain PDFs in a new kinematic regime.

The obtained spectrum is used to extract the strong coupling constant. Using the entire probed

u/d valence quarks and gluon PDFs from HERA-I DIS and HERA-I DIS⊕CMS with HERAPDF 
method for Q2 =1.9 GeV2 and Q2 =100000 GeV2
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Constraints on PDF from the inclusive jet cross section in pp collisions @ √s = 8 TeV
 CMS-SMP-14-001

Comparison of 7 TeV and 8 TeV results22 References
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Figure 15: Distributions of gluon (left) and d-valence quark (right) as functions of x at the
starting scale Q2 = 1.9 GeV 2. The results of the 13-parameter fit [21] to the subset [31] of the
combined HERA data and inclusive jet measurements at 7 TeV (hatched band), and, alterna-
tively, 8 TeV (shaded band) are compared with their total uncertainties, as determined by using
the HERAPDF method. In the bottom panels the fractional uncertainties are shown.

pT range and six different rapidity bins, the best fitted value found to be aS(MZ) = 0.1164+0.0060
�0.0043

with CT10 NLO PDFset. The running of aS(Q), measured for nine different values of renor-
malization scale between 86 GeV and 1.5 TeV, is in good agreement with previous experiments
and extends the measurement to the highest values of the renormalization scale.
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Jets and PDFs with CMS Data

The αs(MZ) has been varied in the range:

0.106-0.124 
0.104-0.120 
0.107-0.127 
0.110-0.130 

NNPDF2.1 
ABM11 
MSTW2008  
CT10

for

in steps of 0.001

The NLO predictions using the NNPDF2.1 NNLO 
PDF set for a series of αs(MZ) values of together with 
the measured R32. αs(MZ) has been varied in the 
range 0.106-0.124, 0.104-120, 0.107-0.127 and 
0.110-0.130 in steps of 0.001 for NNPDF2.1, 
ABM11, MSTW2008 and CT10 respectively.

The value of αs(MZ) is by 
minimising the χ2 between the 
experimental measurement 
and the theoretical predictions

using the NNPDF2.1 PDF sets is 

 αs(MZ) =0.1148±0.0014 (exp.)±0.0018 (PDF)±0.0050(theory)

world average: 0.1184 ± 0.0007

Determination of the strong coupling at transverse momenta in the TeV range

Eur.Phys.J. C73 (2013) 2604
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Using predictions from theory at next-to-leading 
order, complemented with electroweak corrections, 
the strong coupling constant is determined from 
the inclusive jet cross section to be:

/33 
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αS(Q) from Inclusive Jet Cross Section Eur. Phys. J. C (2015) 75:288
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Table 2 Determination of
αS(MZ) in bins of rapidity using
the CT10-NLO PDF set. The
last row presents the result of a
simultaneous fit in all rapidity
bins

|y| range No. of data points αS(MZ) χ2/ndof

|y| < 0.5 33 0.1189 ± 0.0024 (exp)± 0.0030 (PDF) 16.2/32

± 0.0008 (NP)+0.0045
−0.0027 (scale)

0.5 ≤ |y| < 1.0 30 0.1182 ± 0.0024 (exp)± 0.0029 (PDF) 25.4/29

± 0.0008 (NP)+0.0050
−0.0025 (scale)

1.0 ≤ |y| < 1.5 27 0.1165 ± 0.0027 (exp)± 0.0024 (PDF) 9.5/26

± 0.0008 (NP)+0.0043
−0.0020 (scale)

1.5 ≤ |y| < 2.0 24 0.1146 ± 0.0035 (exp)± 0.0031 (PDF) 20.2/23

± 0.0013 (NP)+0.0037
−0.0020 (scale)

2.0 ≤ |y| < 2.5 19 0.1161 ± 0.0045 (exp)± 0.0054 (PDF) 12.6/18

± 0.0015 (NP)+0.0034
−0.0032 (scale)

|y| < 2.5 133 0.1185 ± 0.0019 (exp)± 0.0028 (PDF) 104.1/132

± 0.0004 (NP)+0.0053
−0.0024 (scale)

4.3 The results on αS(MZ)

The values of αS(MZ) obtained with the CT10-NLO PDF
set are listed in Table 2 together with the experimental, PDF,
NP, and scale uncertainties for each bin in rapidity and for
a simultaneous fit of all rapidity bins. To disentangle the
uncertainties of experimental origin from those of the PDFs,
additional fits without the latter uncertainty source are per-
formed. An example for the evaluation of the uncertainties
in a χ2 fit is shown in Fig. 9. The NP and scale uncertainties
are determined via separate fits, as explained above.

For the two outer rapidity bins (1.5 < |y| < 2.0 and
2.0 < |y| < 2.5) the series in values of αS(MZ) of the
CT10-NLO PDF set does not reach to sufficiently low values
of αS(MZ). As a consequence the shape of the χ2 curve at
minimum up to χ2 +1 can not be determined completely. To
avoid extrapolations based on a polynomial fit to the avail-
able points, the alternative αS evolution code of theHOPPET
package [49] is employed. This is the same evolution code
as chosen for the creation of the CT10 PDF set. Replacing
the original αS evolution in CT10 by HOPPET, αS(MZ) can
be set freely and in particular different from the default value
used in a PDF set, but at the expense of losing the correlation
between the value of αS(MZ) and the fitted PDFs. Down-
wards or upwards deviations from the lowest and highest
values of αS(MZ), respectively, provided in a PDF series
are accepted for uncertainty evaluations up to a limit of
|#αS(MZ)| = 0.003. Applying this method for comparisons,
within the available range of αS(MZ) values, an additional
uncertainty is estimated to be negligible.

For comparison the CT10-NNLO PDF set is used for
the determination of αS(MZ). These results are presented
in Table 3.

The final result using all rapidity bins and the CT10-NLO
PDF set is (last row of Table 2)
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Fig. 9 The χ2 minimisation with respect to αS(MZ) using the CT10-
NLO PDF set and data from all rapidity bins. The experimental uncer-
tainty is obtained from the αS(MZ) values for which χ2 is increased by
one with respect to the minimum value, indicated by the dashed line.
The curve corresponds to a second-degree polynomial fit through the
available χ2 points

αS(MZ) = 0.1185 ± 0.0019 (exp)

±0.0028 (PDF)± 0.0004 (NP)+0.0053
−0.0024 (scale)

= 0.1185 ± 0.0034 (all except scale)+0.0053
−0.0024 (scale)

= 0.1185+0.0063
−0.0042, (11)

where experimental, PDF, NP, and scale uncertainties have
been added quadratically to give the total uncertainty. The
result is in agreement with the world average value of
αS(MZ) = 0.1185 ± 0.0006 [50], with the Tevatron results
[51–53], and recent results obtained with LHC data [54–56].
The determination of αS(MZ), which is based on the CT10-
NLO PDF set, is also in agreement with the result obtained
using the NNPDF2.1-NLO and MSTW2008-NLO sets, as
shown in Table 4. For comparison this table also shows the
results using the CT10, MSTW2008, and NNPDF2.1 PDF
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Jets and PDFs with CMS Data

• Measurement of double differential cross section:

• Sensitive to PDFs and αs 

• Require jet pT > 100 GeV

• Two rapidity bins: |y|max < 1 and 1< |y|max <2 

• Scale choice: μr = μf = m3/2 

• Good agreement with pQCD  

Eur. Phys. J. C (2015) 75:186

QCD@LHC 2016 Zurich (Switzerland)
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The strong coupling αs  (yellow band) as a function of the 
momentum transfer, Q, where the value at Q  = MZ  has been 
evolved using the three-loop RGE. 

αS(Q) Overview 
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http://hepdata.cedar.ac.uk/search/exp$002bcms
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Jets and PDFs with CMS Data

• Measurement of the double-differential inclusive jet cross section in proton-proton 
collisions at sqrt(s) = 13 TeV

• Measurement of the inclusive jet cross section in pp collisions at sqrt(s) = 2.76 TeV

• Measurement of the ratio of inclusive jet cross sections using the anti-kt algorithm 
with radius parameters R = 0.5 and 0.7 in pp collisions at sqrt(s) = 7 TeV

• Measurement of the inclusive 3-jet production differential cross section in proton-
proton collisions at 7 TeV and determination of the strong coupling constant in the 
TeV range

• Measurements of differential jet cross sections in proton-proton collisions at 
sqrt(s)=7 TeV with the CMS detector

QCD@LHC 2016 Zurich (Switzerland)
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• CMS has completed a very large number of analyses with pp collisions at 7 & 8 

& 13 TeV center of mass energies.

• Excellent understanding of the detector has been achieved, even at high pile-up 

conditions!

• The level of the precision of  ‘Jet Measurements’ are quite high!

• Jet measurements provides sufficient results to constrain PDFs and determine 

strong coupling constant 𝜶S(Q).

• Many results have been published and lots of new are going to be published 

from Run II.

http://cms-results.web.cern.ch/cms-results/public-results/publications/
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