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Triggering	for	B-physics:	Run-1

• 3-level	system	O(20MHz)	->	O(400Hz)	(2-Level	for	Run-2,	@	1kHz)	
– Level	1	-	hardware	O(75)kHz	
– Level	2	and	Event	Filter	

• SoTware-based	
• Offline-like	reconstruc3on	 
soTware	

• Primary	B-physics	triggers:	
– Two	muon	signals	at	L1	
– confirmed	at	L2/EF	with	vertexing 

and	invariant	mass	criteria	applied	

• Varying	thresholds	and	prescaling	applied	to	maximise	signal	rate	
• Two	muons;	pT(µ)	>	4	GeV	(µ4µ4)	,	µ4µ6	

• (2015+	Requirements	of	higher	thresholds	/	prescales.)
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ATLAS:BPhysicsTriggerPublicResults	

https://twiki.cern.ch/twiki/bin/view/AtlasPublic/BPhysicsTriggerPublicResults


Quarkonium	produc3on
• Many	relevant	ATLAS	results	now	available
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Produc'on	Cross-sec'ons

Differential non-prompt J/ψ production fraction at 13 TeV ATLAS-CONF-2015-030

J/ψ and ψ(2S) → µµ at 7 and 8 TeV Eur.Phys.J. C76 (2016) 5, 283 

ψ(2S), X(3872) → J/ψππ ATLAS_CONF-2016-028

Search for Xb PRL B740 (2015) 199

Open	HF		Produc'on

fs/fd PRL 115 (2015) 262001

Charm production Nucl. Phys. B907 (2016) 717

Comprehensive	set	of	measurements	across	variety	of	decay	modes 
and	states

• Recent	ATLAS	Results	in	this	talk: • For	open	beauty,	see	
Gabriele	Chiodini	’s	talk	
on	Tuesday	

• Di-J/ψ	in	David	Bartsch's	
talk	aTer	tea



Heavy	Quarkonia	Produc3on	
Cross-Sec3ons

• Measurement	of	the	prompt	and	non-prompt	differen'al	cross-sec'ons	of		  
heavy	quarkonia,	typically	in	the	dimuon	decay	mode	
– Measured	in	7	TeV	(2011,	2.1	c-1),	and	8	TeV	(2012,	11.4	c-1),	now	13	TeV	

– Here	I	concentrate	on	the	recent	charmonia	results

4K.A.	Olive	et	al.	(Par3cle	Data	Group),	Chin.	Phys.	C38,	090001	(2014)	
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The level scheme of the cc states showing experimentally es-
tablished states with solid lines. Singlet states are called ηc

and hc, triplet states ψ and χcJ , and unassigned charmonium-
like states X . In parentheses it is sufficient to give the ra-
dial quantum number and the orbital angular momentum
to specify the states with all their quantum numbers. Only
observed hadronic transitions are shown; the single photon
transitions ψ(nS) → γηc(mP ), ψ(nS) → γχcJ (mP ), and
χcJ (1P ) → γJ/ψ are omitted for clarity.

CITATION: K.A. Olive et al. (Particle Data Group), Chin. Phys. C38, 090001 (2014) (URL: http://pdg.lbl.gov)
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Example:	J/ψ	and	ψ(2S)
• 𝜓(2S)	meson:	no	significant	feed-down	from	higher	mass	quarkonia,	

• unique	possibility	to	study	JPC=1--	states.	

• J/𝜓	produc3on:	contribu3ons	from	1--	and		J++	in	comparable	amounts.	
• Non-prompt	frac3on	and	Ra3o	of	𝜓(2S)	to	J/𝜓	also	extracted.	
- Use	displacement	from	PV	for	(non)-prompt	separa3on	
- Prompt:	
- non-prompt	decays:	
- Crystal-ball	+	Gaussian	for	mass	descrip3on	
- Weighted	unbinned	maximum	log-likelihood	fits	to	each	pT	–	|y|	slice.	
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Eur.Phys.J.	C76	(2016)	5,	283	
arXiv: 1512.03657 ) [ps]µµ(τ
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J/𝜓	and	𝜓(2S):	LHC	Comparison
• Comparison	of	ATLAS	data	to	other	LHC	experiments.	

• Good	agreement	between	CMS	for	overlapping	rapidity	and	pT	(@	7TeV),	

- Also	compared	to	LHCb,	in	overlapping	pT,		but	adjoining	slices	of	rapidity	(@	8TeV).	
- Comprehensive	suite	of	measurements,	now	covering	areas	of	 

pT:	0	-	120	GeV,	y:	0	–	4.5	at	LHC	energies
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• Double-differen3al	cross-sec3ons	3mes	BR:	

– Prompt	–	compared	to	NRQCD,		

– Good	agreement	across	range	of	pT,		

• Although	data	a	litle	soTer
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DRAFT

4.1 Di↵erential cross-section determination156

Di↵erential dimuon prompt and non-prompt cross-sections times branching ratio for both the production157

of J/ or  (2S) mesons are measured separately according to the equations:158

d2�(pp!  )
dpTdy

⇥ B( ! µ+µ�) =
Np
 

�pT�y ⇥
R
Ldt

(1)

159

d2�(pp! bb̄!  )
dpTdy

⇥ B( ! µ+µ�) =
Nnp
 

�pT�y ⇥
R
Ldt

(2)

where
R
Ldt is the integrated luminosity, �pT and �y are the interval sizes in terms of dimuon transverse160

momentum and rapidity, respectively, and Np(np)
 is the number of observed prompt or non-prompt J/ or161

 (2S) mesons in the slice under study, corrected for acceptance, trigger and reconstruction e�ciencies.162

The intervals in �y combine the data from both negative and positive rapidities. These di↵erential cross-163

sections are determined separately for the J/ and  (2S) states.164

The determination of the cross-sections proceeds in several steps. First, a weight is determined for each165

selected dimuon candidate equal to the inverse of the total e�ciency for each candidate. Second, a fit166

is performed to the distribution of weighted events using an unbinned maximum likelihood fit on the167

dimuon invariant mass, m(µµ), and pseudo-proper decay time, ⌧, observables, to determine the yields168

of J/ ! µ+µ� and  (2S) ! µ+µ� produced in each (pT(µµ), |y(µµ) |) interval. These yields are169

determined separately for prompt and non-prompt processes. Finally, the di↵erential cross-section times170

the  ! µ+µ� branching fraction is calculated for each state by including the integrated luminosity and171

the pT and rapidity interval widths as shown in Eq. (1) and (2).172

The total weight, wtot, for each dimuon candidate includes three factors: the fraction of produced  !173

µ+µ� decays with both muons in the kinematic region pT(µ) > 4 GeV and |⌘(µ) | < 2.3 (defined as174

acceptance, A), the probability that a candidate within the acceptance satisfies the o✏ine reconstruction175

selection (✏ reco), and the probability that a reconstructed event satisfies the trigger selection (✏ trig). The176

weights assigned to a given candidate when calculating the cross-sections are then given by:177

w�1
tot = A · ✏ reco · ✏ trig

4.2 Non-prompt fraction178

The non-prompt fraction is defined to be the number of non-prompt  (produced via the decay of a b-179

hadron) relative to the number of inclusively produced  decaying to muon pairs after applying weighting180

corrections:181

f 
b

⌘ pp! b + X !  + X 0

pp
Inclusive������!  + X 0

=
Nnp
 

Nnp
 + Np

 

where this fraction is determined separately for both J/ and  (2S). The use of the fraction is advantage-182

ous since acceptance and e�ciencies are largely cancelled and the total systematic e↵ects are reduced.183
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– No	observed	dependence	with	rapidity	

NLO	derived	using	
HELAC-ONIA	
tuned	from		
Tevatron	data
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J/𝜓	and	𝜓(2S):		Prompt	cross-sec3on
• Double-differen3al	cross-sec3ons	3mes	BR:	

– Prompt	–	compared	to	NRQCD,		

– Good	agreement	across	range	of	pT,		

• Although	data	a	litle	soTer
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4.1 Di↵erential cross-section determination156
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where
R
Ldt is the integrated luminosity, �pT and �y are the interval sizes in terms of dimuon transverse160

momentum and rapidity, respectively, and Np(np)
 is the number of observed prompt or non-prompt J/ or161

 (2S) mesons in the slice under study, corrected for acceptance, trigger and reconstruction e�ciencies.162

The intervals in �y combine the data from both negative and positive rapidities. These di↵erential cross-163

sections are determined separately for the J/ and  (2S) states.164

The determination of the cross-sections proceeds in several steps. First, a weight is determined for each165

selected dimuon candidate equal to the inverse of the total e�ciency for each candidate. Second, a fit166

is performed to the distribution of weighted events using an unbinned maximum likelihood fit on the167

dimuon invariant mass, m(µµ), and pseudo-proper decay time, ⌧, observables, to determine the yields168

of J/ ! µ+µ� and  (2S) ! µ+µ� produced in each (pT(µµ), |y(µµ) |) interval. These yields are169

determined separately for prompt and non-prompt processes. Finally, the di↵erential cross-section times170

the  ! µ+µ� branching fraction is calculated for each state by including the integrated luminosity and171

the pT and rapidity interval widths as shown in Eq. (1) and (2).172

The total weight, wtot, for each dimuon candidate includes three factors: the fraction of produced  !173

µ+µ� decays with both muons in the kinematic region pT(µ) > 4 GeV and |⌘(µ) | < 2.3 (defined as174

acceptance, A), the probability that a candidate within the acceptance satisfies the o✏ine reconstruction175

selection (✏ reco), and the probability that a reconstructed event satisfies the trigger selection (✏ trig). The176

weights assigned to a given candidate when calculating the cross-sections are then given by:177

w�1
tot = A · ✏ reco · ✏ trig

4.2 Non-prompt fraction178

The non-prompt fraction is defined to be the number of non-prompt  (produced via the decay of a b-179

hadron) relative to the number of inclusively produced  decaying to muon pairs after applying weighting180

corrections:181
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pp
Inclusive������!  + X 0

=
Nnp
 

Nnp
 + Np

 

where this fraction is determined separately for both J/ and  (2S). The use of the fraction is advantage-182

ous since acceptance and e�ciencies are largely cancelled and the total systematic e↵ects are reduced.183
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– No	observed	dependence	with	rapidity	
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J/𝜓	and	𝜓(2S):		Non-Prompt	cross-sec3on
• Double-differen3al	cross-sec3ons	3mes	BR:	

– Non-Prompt	–	compared	to	FONLL,		

– Small	tendency	for	𝜓(2S)	predic3on	to	overes3mate	data	
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DRAFT

4.1 Di↵erential cross-section determination156

Di↵erential dimuon prompt and non-prompt cross-sections times branching ratio for both the production157

of J/ or  (2S) mesons are measured separately according to the equations:158
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where
R
Ldt is the integrated luminosity, �pT and �y are the interval sizes in terms of dimuon transverse160

momentum and rapidity, respectively, and Np(np)
 is the number of observed prompt or non-prompt J/ or161

 (2S) mesons in the slice under study, corrected for acceptance, trigger and reconstruction e�ciencies.162

The intervals in �y combine the data from both negative and positive rapidities. These di↵erential cross-163

sections are determined separately for the J/ and  (2S) states.164

The determination of the cross-sections proceeds in several steps. First, a weight is determined for each165

selected dimuon candidate equal to the inverse of the total e�ciency for each candidate. Second, a fit166

is performed to the distribution of weighted events using an unbinned maximum likelihood fit on the167

dimuon invariant mass, m(µµ), and pseudo-proper decay time, ⌧, observables, to determine the yields168

of J/ ! µ+µ� and  (2S) ! µ+µ� produced in each (pT(µµ), |y(µµ) |) interval. These yields are169

determined separately for prompt and non-prompt processes. Finally, the di↵erential cross-section times170

the  ! µ+µ� branching fraction is calculated for each state by including the integrated luminosity and171

the pT and rapidity interval widths as shown in Eq. (1) and (2).172

The total weight, wtot, for each dimuon candidate includes three factors: the fraction of produced  !173

µ+µ� decays with both muons in the kinematic region pT(µ) > 4 GeV and |⌘(µ) | < 2.3 (defined as174

acceptance, A), the probability that a candidate within the acceptance satisfies the o✏ine reconstruction175

selection (✏ reco), and the probability that a reconstructed event satisfies the trigger selection (✏ trig). The176

weights assigned to a given candidate when calculating the cross-sections are then given by:177

w�1
tot = A · ✏ reco · ✏ trig

4.2 Non-prompt fraction178

The non-prompt fraction is defined to be the number of non-prompt  (produced via the decay of a b-179

hadron) relative to the number of inclusively produced  decaying to muon pairs after applying weighting180

corrections:181

f 
b

⌘ pp! b + X !  + X 0

pp
Inclusive������!  + X 0

=
Nnp
 

Nnp
 + Np

 

where this fraction is determined separately for both J/ and  (2S). The use of the fraction is advantage-182

ous since acceptance and e�ciencies are largely cancelled and the total systematic e↵ects are reduced.183
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– Small	tendency	for	𝜓(2S)	predic3on	to	overes3mate	data	
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The total weight, wtot, for each dimuon candidate includes three factors: the fraction of produced  !173

µ+µ� decays with both muons in the kinematic region pT(µ) > 4 GeV and |⌘(µ) | < 2.3 (defined as174

acceptance, A), the probability that a candidate within the acceptance satisfies the o✏ine reconstruction175

selection (✏ reco), and the probability that a reconstructed event satisfies the trigger selection (✏ trig). The176

weights assigned to a given candidate when calculating the cross-sections are then given by:177
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tot = A · ✏ reco · ✏ trig
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The non-prompt fraction is defined to be the number of non-prompt  (produced via the decay of a b-179

hadron) relative to the number of inclusively produced  decaying to muon pairs after applying weighting180
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J/ψ	Produc3on	at	13	TeV

• Non-prompt	produc3on	  
frac3on:	
– 6.4	pb-1	of	early	2015	  

data-taking	(Run-2).	
– Simplified	analysis	to	7/8	TeV:		

• Efficiencies	largely	assumed	to  
cancel	in	ra3o.	

– Strong	dependence	on	pT.	
– No	dependence	on	|y|	

• 3	|y|	bins	0–0.75–1.50–2.0.	
– Similar	behaviour	between	 

7/13	TeV;	some	varia3on	  
wrt.	lower	energies.
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ψ(2S)	and	X(3872)	in	J/ψππ	mode
• X(3872)	narrow	&	close	to	DD	threshold	

• Decays	to	ρψ	and	ωψ	with	comparable	rate,	viola3ng	isospin	symmetry.	
• Tetra	quark?	Molecule?	Mixed	state	

• J/𝜓ππ	(10<pT<70	GeV)	studied	using	11.4c-1	of	8TeV	data	
• Measure	in	5	pT	bins.	
- No	spin	alignment	assumed,	but	extremes	used	to	set	systema3c	
- In	each	pT	bin,	fit	in	4	intervals	of	τ(J/ψππ)	to	separate	the	prompt/non-prompt	

12

ATLAS-CONF-2016-028

• 𝜓(2S)	consistent	with	a	single	life3me	
component	

• X(3872)	requires	a	second	short	life3me	
component	(from	decay	of	Bc)	

• Form	ra3o	of	X	to	ψ(2S)	product	BRs	
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Figure 5: Measured cross section times branching fractions as a function of pT for (a) prompt X (3872) compared to
NLO NRQCD predictions with the X (3872) modelled as a mixture of �

c1(2P) and a D

0
D̄

⇤0 molecular state [12],
and (b) non-prompt X (3872) compared to the FONLL [28] model prediction, recalculated using the branching
fraction estimate from [11] as described in the text.

and non-prompt production contributions. The non-prompt production cross section of X (3872) is further
split into short-lived and long-lived components. No significant short-lived contribution is measured in
the non-prompt  (2S) production, so the whole of non-prompt  (2S) is assumed to originate from long-
lived b-hadrons. Accordingly, the measured ratio of long-lived X (3872) to non-prompt  (2S), shown in
Figure 7(b) with blue triangles, is fitted with the MC kinematic template described in Section 5 to obtain

R

2L
B

=
Br (B ! X (3872))Br (X (3872) ! J/ ⇡+⇡�)

Br (B !  (2S))Br ( (2S) ! J/ ⇡+⇡�)
= (3.57 ± 0.33(stat) ± 0.11(sys))%. (10)

This is somewhat lower than the corresponding result Eq. (8) obtained from the same data with the single-
lifetime fit model, and either is considerably smaller than the value (18 ± 8)% obtained by combining
the estimate for the numerator, (1.9 ± 0.8) ⇥ 10�4 [11], obtained from the Tevatron data, with the
world average branching fractions from the denominator, Br (B !  (2S)) = (3.07 ± 0.21) ⇥ 10�3 and
Br ( (2S) ! J/ ⇡+⇡�) = (34.46 ± 0.30)%.

B

c

production in high energy hadronic collisions at low transverse momentum is expected to be dominated
by non-fragmentation processes [31]. These processes are expected to have pT dependence/ p

�2
T relative to

the fragmentation contribution, while it is the fragmentation contribution which dominates the production
of long-lived b-hadrons [28]. So the ratio of short-lived non-prompt X (3872) to non-prompt (2S), shown

13



ψ(2S)	and	X(3872)	non-prompt	
frac3ons

• Reasonable	agreement	with	CMS	(different	rapidity	&	com	energy)	

• Rela3ve	produc3on	also	measured	

13

ATLAS-CONF-2016-028

CMS:	JHEP	04	(2013)	154

Long-lived

Short-lived
Prompt



ψ(2S)	Produc3on

• Differen3al	cross	sec3ons	(3mes	BRs)	measured	

• NLO+NRQCD	gives	reasonable	agreement	for	prompt	

• FONLL	matches	non-prompt	well	

14
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ψ(2S)	Produc3on
• Differen3al	cross	sec3ons	(3mes	BRs)	measured	

• NLO+NRQCD	gives	reasonable	agreement	for	prompt	

• FONLL	overshoots	data	

• X(3872)	modelled	as	mixture	of	χc1(2P)	and	D0/an3-D0	molecular	state	

15
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Search	for	Xb	Produc3on
• Look	for	analogous	hidden	beauty	states	in	Υ(1S)ππ	decays	

• 16.2c-1	of	8TeV	data	

• 8	bins	of	y,	pT	and	angle	between	dipion	and	lab	fame	momentum	of	parent	in	
parent	COM	frame	

• Calibrate	with	Υ(2S),	validate	with	Υ(3S)	

• No	evidence	for	narrow	states	between	10.05-10.31	GeV	and	10.40-11.00	GeV	

16

PRL	B740	(2015)	199

• R=	(σ.B)/(σ.B)Υ(2S)	



Open	Heavy	Flavour	

17



Fragmenta3on	func3on	ra3o	fs/fd

• Integrated	fragmenta3on	func3on	important	for	studies	like	Bs➔μμ	

• Obtained	as	a	func3on	of	η	and	pT	from	Bs➔J/ψφ	&	Bd➔J/ψK*	

• No	evident	η	or	pT	dependence

18

Table 1: Extracted number of B0
s and B0

d mesons, relative e�ciency for the two modes Re↵ , assumed values for the
relevant � and K⇤0 branching fractions, and resulting systematic uncertainties � on fs

fd
B(B0

s!J/ �)
B(B0

d!J/ K⇤0) .

Observable Value � Ref.
NB0

s
6640 ± 100 ± 220 3.3%

NB0
d

36290 ± 320 ± 650 1.8%
Re↵ 0.799 ± 0.001 ± 0.028 3.5%
B(�! K+K�) 0.489 ± 0.005 1.0% [9]
B(K⇤0 ! K+⇡�) 0.66503 ± 0.00014 0.02% [9]
Total 5.2%

A perturbative QCD prediction [17] yields

B(B0
s ! J/ �)

B(B0
d ! J/ K⇤0)

= 0.83+0.03
�0.02(!B)+0.01

�0.00( fM)+0.01
�0.02(ai)+0.01

�0.02(mc),

where the uncertainties result from the shape parameter !B of the B meson wave function, meson decay
constants fM, Gegenbauer moments ai in the wave functions of the light vector mesons and the c-quark
mass. Adding all contributions linearly yields a 7.1% theory error. Using this prediction, the ratio of
fragmentation fractions is measured to be

fs

fd
= 0.240 ± 0.004(stat) ± 0.013(sys) ± 0.017(th). (4)

However, fs/ fd may depend on the pT and ⌘ of the B meson, e.g. LHCb observes an fs/ fd dependence
on pT but no dependence on ⌘ [18]. Figure 2 (left) shows the pT dependence of fs/ fd for ATLAS and
that of other experiments. To investigate the pT and ⌘ dependences of fs/ fd, the data sample is divided
into six bins in pT in the range 8 GeV < pT < 50 GeV and four bins in ⌘ for |⌘| < 2.5 such that the
number of events in each bin is approximately equal. The fs/ fd distributions as a function of pT and
⌘ have been fitted with a uniform (first-order polynomial) distribution yielding fit p-values 0.64 (0.74)
and 0.76 (0.57), respectively. No significant fs/ fd dependence on pT and |⌘| is seen at the present level
of accuracy. Figure 2 (right) shows the ATLAS fs/ fd measurement in comparison with results from
LEP [19], CDF [19] and LHCb [18].

In summary, this Letter reports on the first ATLAS measurement of the quantity Eq. (3) from which the
ratio of fragmentation fractions fs/ fd is derived yielding Eq. (4). This result, which is obtained from
measuring the ratio of event yields in the exclusive decays B0

s ! J/ � and B0
d ! J/ K⇤0 produced in

LHC pp collisions at
p

s = 7 TeV for an integrated luminosity of 2.47 fb�1, agrees with results from
LHCb [18], CDF [20], and the LEP [19] average. The ATLAS data show no dependence on pT nor on |⌘|
within the kinematic range tested.
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The B0
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d yields are extracted in the mass range 5.1 < mB0
s
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d
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d
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fd
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where the uncertainties result from the shape parameter !B of the B meson wave function, meson decay
constants fM, Gegenbauer moments ai in the wave functions of the light vector mesons and the c-quark
mass. Adding all contributions linearly yields a 7.1% theory error. Using this prediction, the ratio of
fragmentation fractions is measured to be

fs

fd
= 0.240 ± 0.004(stat) ± 0.013(sys) ± 0.017(th). (4)

However, fs/ fd may depend on the pT and ⌘ of the B meson, e.g. LHCb observes an fs/ fd dependence
on pT but no dependence on ⌘ [18]. Figure 2 (left) shows the pT dependence of fs/ fd for ATLAS and
that of other experiments. To investigate the pT and ⌘ dependences of fs/ fd, the data sample is divided
into six bins in pT in the range 8 GeV < pT < 50 GeV and four bins in ⌘ for |⌘| < 2.5 such that the
number of events in each bin is approximately equal. The fs/ fd distributions as a function of pT and
⌘ have been fitted with a uniform (first-order polynomial) distribution yielding fit p-values 0.64 (0.74)
and 0.76 (0.57), respectively. No significant fs/ fd dependence on pT and |⌘| is seen at the present level
of accuracy. Figure 2 (right) shows the ATLAS fs/ fd measurement in comparison with results from
LEP [19], CDF [19] and LHCb [18].

In summary, this Letter reports on the first ATLAS measurement of the quantity Eq. (3) from which the
ratio of fragmentation fractions fs/ fd is derived yielding Eq. (4). This result, which is obtained from
measuring the ratio of event yields in the exclusive decays B0

s ! J/ � and B0
d ! J/ K⇤0 produced in

LHC pp collisions at
p

s = 7 TeV for an integrated luminosity of 2.47 fb�1, agrees with results from
LHCb [18], CDF [20], and the LEP [19] average. The ATLAS data show no dependence on pT nor on |⌘|
within the kinematic range tested.
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Charm	Produc3on	Cross-Sec3on

• Differen3al	and	fiducial	cross-sec3ons	of:	 
D*±,	D±	and	Ds±	mesons	measured	at	7	TeV;	

– Fiducial	region:	3.5	<	pT(D)	<	100	GeV,		|η(D)|	<	2.1.	

– Extrapolated	to	full	phase	space	(for	D*±	and	D±)	

- Compared	to	FONLL,	GM-VFNS	and	NLO-MC	(MC@NLO	and	HERWIG)
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Figure 1: The distribution of the mass di↵erence, �m = m(K⇡⇡
s

)�m(K⇡), for D

⇤± candidates with 3.5 < pT(D⇤±) <
20 GeV (top) and 20 < pT(D⇤±) < 100 GeV (bottom). The data are represented by the points with error bars
(statistical only). The dashed histograms show the distributions for wrong-charge combinations. The solid curves
represent fit results (see text).
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with �! K

+
K

�. The data are represented by the points with error bars (statistical only). The solid curves represent
the fit results (see text).
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Ds±

�vis(D±
s

) = 160 ± 31 (stat) ± 17 (syst) ± 6 (lum) ± 10 (br) µb ,

where the last two uncertainties are due to those on the luminosity measurement and the charmed meson
decay branching fractions.

The POWHEG+PYTHIA predictions are

�vis(D⇤±) = 158+176
�81 (scale)+15

�16 (m
Q

) +14
�13 (PDF � ↵

s

)+19
�16 (hadr) µb ,

�vis(D±) = 134+145
�67 (scale)+12

�13 (m
Q

) +12
�11 (PDF � ↵

s

)+21
�12 (hadr) µb ,

�vis(D±
s

) = 62+63
�29 (scale) ± 6 (m

Q

) ± 5 (PDF � ↵
s

)+7
�8 (hadr) µb ,

where the last uncertainty is due to that on hadronisation (see Section 4). The FONLL predictions for
D

⇤+ and D

+ are
�vis(D⇤±) = 202+119

�73 (scale)+36
�27 (m

Q

) ± 21 (PDF) ± 5 (↵) µb ,

�vis(D±) = 174 +99
�60 (scale)+33

�24 (m
Q

) ± 18 (PDF) ± 7 (↵) µb ,

where the last uncertainty is due to that on the fragmentation function. The FONLL predictions for D

+
s

production are currently not available.

�vis(D⇤±) �vis(D±) �vis(D⇤±
s

)

Range low-pT high-pT low-pT high-pT low-pT high-pT

[units] [µb] [nb] [µb] [nb] [µb] [nb]

ATLAS 331 ± 36 988 ± 100 328 ± 34 888 ± 97 160 ± 37 512 ± 104

GM-VFNS 340+130
�150 1000+120

�150 350+150
�160 980+120

�150 147+54
�66 470+56

�69

FONLL 202+125
�79 753+123

�104 174+105
�66 617+103

�86 - -

POWHEG+PYTHIA 158+179
�85 600+300

�180 134+148
�70 480+240

�130 62+64
�31 225+114

�69

POWHEG+HERWIG 137+147
�72 690+380

�160 121+129
�64 580+280

�140 51+50
�25 268+107

�62

MC@NLO 157+125
�72 980+460

�290 140+112
�65 810+390

�260 58+42
�25 345+175

�87

Table 3: The visible low-pT, 3.5 < pT(D) < 20 GeV, and high-pT, 20 < pT(D) < 100 GeV, cross sections of D

⇤±,
D

± and D

±
s

production with |⌘| < 2.1. The measurements are compared with the GM-VFNS [20–22], FONLL [17–
19, 23], POWHEG+PYTHIA [11, 27], POWHEG+HERWIG [27, 28] and MC@NLO [26, 28] predictions. The
data uncertainties are the total uncertainties obtained as sums in quadrature of the statistical, systematic, luminosity
and branching-fraction uncertainties. The prediction uncertainties are the total uncertainties obtained as sums in
quadrature of all considered sources of the theoretical uncertainty (see text).

The visible cross sections of D meson production in pp collisions at
p

s = 7 TeV for |⌘(D)| < 2.1 in the
high-pT range, 20 < pT(D) < 100 GeV, are measured to be

�vis(D⇤±) = 988 ± 45 (stat) ± 81 (syst) ± 35 (lum) ± 15 (br) nb ,

�vis(D±) = 888 ± 53 (stat) ± 73 (syst) ± 31 (lum) ± 18 (br) nb ,

�vis(D±
s

) = 512 ± 83 (stat) ± 52 (syst) ± 18 (lum) ± 30 (br) nb .
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Differen3al	Cross-sec3ons	
• D*±	and	D±	differen3al	cross-sec3ons.  

• Shapes	of	data	well	reproduced	by 
FONLL	and	POWHEG;	

– MC@NLO	predicts	harder	pT	spectra.	
– Overall	normalisa3ons	sit	below	data.	

• GM-VFNS	in	good	agreement	in	 
shape	and	normalisa3on.	

• dσ/dη	differen3al	cross-sec3on  
shows	similar	trends	for	data	  
and	MC:	
– Some	discrepancy	in	shape	for 

MC@NLO	for	high-pT	(20–100	GeV)  
data.

20
3.5%	luminosity	uncertainty	not	 

included	in	figures.
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Extrapolated	Cross-sec3ons
• Extrapola3on	to	full	phase	space	using	low-pT	dataset.	
– Total	cross-sec3on	from	FONLL	(with	D*±	and	D±	data): 

–  

• In	good	agreement	with	ALICE	measurement.	
• POWHEG	+	PYTHIA	used	in	extrapola3on	of:	
– Strangeness	suppression	factor; 
 

– Frac3on	of	charmed	non-strange	D	mesons	in	vector	state; 
 

21

do not include such a sophisticated fragmentation scheme as PYTHIA, the extrapolation for extraction of
the charm fragmentation ratios is performed with the POWHEG+PYTHIA calculations.

The results obtained by extrapolating the visible high-pT D cross sections agree with the results presented,
but have larger extrapolation uncertainties.

9.1 Total charm production cross section

To calculate the total cross section of charm production, the total production cross section of a given
D meson should be divided by twice the value of the corresponding charm fragmentation fraction from
Table 1. The weighted mean of the two values calculated from D

⇤± and D

± cross sections is

�tot
cc̄

= 8.6 ± 0.3 (stat) ± 0.7 (syst) ± 0.3 (lum) ± 0.2 (↵)+3.8
�3.4 (extr) mb (ATLAS) ,

where the fourth uncertainty is due to the uncertainty of the fragmentation fractions and the last un-
certainty is due to the extrapolation procedure. The extrapolation uncertainty is determined by adding
in quadrature the changes in results originating from all sources of the FONLL theoretical uncertainty
(Section 4). The uncertainties in the charmed meson decay branching fractions, which are common to
the measured cross sections and fragmentation fractions, do not a↵ect the calculation of the total cross
section of charm production.

The calculated total cross section of charm production can be compared with a similar calculation per-
formed by the ALICE experiment [48]:

�tot
cc̄

= 8.5 ± 0.5 (stat)+1.0
�2.4 (syst) ± 0.3 (lum) ± 0.2 (↵)+5.0

�0.4(extr) mb (ALICE) .

The ATLAS and ALICE estimates of the total charm production cross section at LHC are in good agree-
ment. Both estimations are performed using extrapolations outside the visible kinematic ranges with ana-
logous FONLL calculations. The di↵erent extrapolation uncertainties of the two estimations are due to
di↵erent visible kinematic ranges. ATLAS extrapolates from the kinematic range 3.5 < pT(D) < 20 GeV
and |⌘(D)| < 2.1, while the ALICE visible kinematic range is 1 < pT(D) < 24 GeV and |y(D)| < 0.5.

9.2 Charm fragmentation ratios

The total cross sections for D production are used to calculate two fragmentation ratios for charged
charmed mesons: the strangeness-suppression factor, �

s/d, and the fraction of charged non-strange D

mesons produced in a vector state, P

d

v. The strangeness-suppression factor is calculated as the ratio of the
�tot

cc̄

(D+
s

) to the sum of �tot
cc̄

(D⇤+) and that part of �tot
cc̄

(D+) which does not originate from D

⇤+ decays:

�
s/d =

�tot
cc̄

(D+
s

)
�tot

cc̄

(D⇤+) + �tot
cc̄

(D+) � �tot
cc̄

(D⇤+) · (1 � B
D

⇤+!D

0⇡+)
=

�tot
cc̄

(D+
s

)
�tot

cc̄

(D+) + �tot
cc̄

(D⇤+) · B
D

⇤+!D

0⇡+
,

where B
D

⇤+!D

0⇡+ = 0.677 ± 0.005 [45] is the branching fraction of the D

⇤+ ! D

0⇡+ decay. The fraction
of charged non-strange D mesons produced in a vector state is calculated as the ratio of �tot

cc̄

(D⇤+) to the
sum of �tot

cc̄

(D⇤+) and that part of �tot
cc̄

(D+) which does not originate from D

⇤+ decays:

P

d

v =
�tot

cc̄

(D⇤+)
�tot

cc̄

(D⇤+) + �tot
cc̄

(D+) � �tot
cc̄

(D⇤+) · (1 � B
D

⇤+!D

0⇡+)
=

�tot
cc̄

(D⇤+)
�tot

cc̄

(D+) + �tot
cc̄

(D⇤+) · B
D

⇤+!D

0⇡+
.
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do not include such a sophisticated fragmentation scheme as PYTHIA, the extrapolation for extraction of
the charm fragmentation ratios is performed with the POWHEG+PYTHIA calculations.

The results obtained by extrapolating the visible high-pT D cross sections agree with the results presented,
but have larger extrapolation uncertainties.

9.1 Total charm production cross section

To calculate the total cross section of charm production, the total production cross section of a given
D meson should be divided by twice the value of the corresponding charm fragmentation fraction from
Table 1. The weighted mean of the two values calculated from D

⇤± and D

± cross sections is

�tot
cc̄

= 8.6 ± 0.3 (stat) ± 0.7 (syst) ± 0.3 (lum) ± 0.2 (↵)+3.8
�3.4 (extr) mb (ATLAS) ,

where the fourth uncertainty is due to the uncertainty of the fragmentation fractions and the last un-
certainty is due to the extrapolation procedure. The extrapolation uncertainty is determined by adding
in quadrature the changes in results originating from all sources of the FONLL theoretical uncertainty
(Section 4). The uncertainties in the charmed meson decay branching fractions, which are common to
the measured cross sections and fragmentation fractions, do not a↵ect the calculation of the total cross
section of charm production.

The calculated total cross section of charm production can be compared with a similar calculation per-
formed by the ALICE experiment [48]:

�tot
cc̄

= 8.5 ± 0.5 (stat)+1.0
�2.4 (syst) ± 0.3 (lum) ± 0.2 (↵)+5.0

�0.4(extr) mb (ALICE) .

The ATLAS and ALICE estimates of the total charm production cross section at LHC are in good agree-
ment. Both estimations are performed using extrapolations outside the visible kinematic ranges with ana-
logous FONLL calculations. The di↵erent extrapolation uncertainties of the two estimations are due to
di↵erent visible kinematic ranges. ATLAS extrapolates from the kinematic range 3.5 < pT(D) < 20 GeV
and |⌘(D)| < 2.1, while the ALICE visible kinematic range is 1 < pT(D) < 24 GeV and |y(D)| < 0.5.

9.2 Charm fragmentation ratios

The total cross sections for D production are used to calculate two fragmentation ratios for charged
charmed mesons: the strangeness-suppression factor, �

s/d, and the fraction of charged non-strange D
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do not include such a sophisticated fragmentation scheme as PYTHIA, the extrapolation for extraction of
the charm fragmentation ratios is performed with the POWHEG+PYTHIA calculations.

The results obtained by extrapolating the visible high-pT D cross sections agree with the results presented,
but have larger extrapolation uncertainties.

9.1 Total charm production cross section

To calculate the total cross section of charm production, the total production cross section of a given
D meson should be divided by twice the value of the corresponding charm fragmentation fraction from
Table 1. The weighted mean of the two values calculated from D

⇤± and D

± cross sections is
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in quadrature the changes in results originating from all sources of the FONLL theoretical uncertainty
(Section 4). The uncertainties in the charmed meson decay branching fractions, which are common to
the measured cross sections and fragmentation fractions, do not a↵ect the calculation of the total cross
section of charm production.
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ment. Both estimations are performed using extrapolations outside the visible kinematic ranges with ana-
logous FONLL calculations. The di↵erent extrapolation uncertainties of the two estimations are due to
di↵erent visible kinematic ranges. ATLAS extrapolates from the kinematic range 3.5 < pT(D) < 20 GeV
and |⌘(D)| < 2.1, while the ALICE visible kinematic range is 1 < pT(D) < 24 GeV and |y(D)| < 0.5.
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do not include such a sophisticated fragmentation scheme as PYTHIA, the extrapolation for extraction of
the charm fragmentation ratios is performed with the POWHEG+PYTHIA calculations.

The results obtained by extrapolating the visible high-pT D cross sections agree with the results presented,
but have larger extrapolation uncertainties.

9.1 Total charm production cross section

To calculate the total cross section of charm production, the total production cross section of a given
D meson should be divided by twice the value of the corresponding charm fragmentation fraction from
Table 1. The weighted mean of the two values calculated from D

⇤± and D

± cross sections is

�tot
cc̄

= 8.6 ± 0.3 (stat) ± 0.7 (syst) ± 0.3 (lum) ± 0.2 (↵)+3.8
�3.4 (extr) mb (ATLAS) ,

where the fourth uncertainty is due to the uncertainty of the fragmentation fractions and the last un-
certainty is due to the extrapolation procedure. The extrapolation uncertainty is determined by adding
in quadrature the changes in results originating from all sources of the FONLL theoretical uncertainty
(Section 4). The uncertainties in the charmed meson decay branching fractions, which are common to
the measured cross sections and fragmentation fractions, do not a↵ect the calculation of the total cross
section of charm production.

The calculated total cross section of charm production can be compared with a similar calculation per-
formed by the ALICE experiment [48]:

�tot
cc̄

= 8.5 ± 0.5 (stat)+1.0
�2.4 (syst) ± 0.3 (lum) ± 0.2 (↵)+5.0

�0.4(extr) mb (ALICE) .

The ATLAS and ALICE estimates of the total charm production cross section at LHC are in good agree-
ment. Both estimations are performed using extrapolations outside the visible kinematic ranges with ana-
logous FONLL calculations. The di↵erent extrapolation uncertainties of the two estimations are due to
di↵erent visible kinematic ranges. ATLAS extrapolates from the kinematic range 3.5 < pT(D) < 20 GeV
and |⌘(D)| < 2.1, while the ALICE visible kinematic range is 1 < pT(D) < 24 GeV and |y(D)| < 0.5.

9.2 Charm fragmentation ratios

The total cross sections for D production are used to calculate two fragmentation ratios for charged
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The large extrapolation uncertainties, which a↵ect the extrapolated cross sections, are expected to nearly
cancel out in the ratios. However, the calculations of the ratios are a↵ected by details of the fragmentation
simulation. To determine the extrapolation uncertainties, the following variations of the PYTHIA frag-
mentation, in addition to the POWHEG+PYTHIA theoretical uncertainty (Section 4), are considered:

• the Bowler fragmentation function parameter r

c

is varied from the predicted value of 1 to 0.5; the a

and b parameters of the Lund symmetric function are varied by ±20% around their default values;

• the PYTHIA parameter for the strangeness suppression is taken to be 0.3 ± 0.1;

• the PYTHIA parameter for the fraction of the lowest-mass charmed mesons produced in a vector
state is taken to be 0.6 ± 0.1;

• the PYTHIA parameters for production rates of the excited charmed and charmed-strange mesons
are varied by ±50% around the central values tuned to reproduce the measured fractions of c quarks
hadronising into D

0
1, D

⇤0
2 or D

+
s1 [49].

Using the extrapolated cross sections, the strangeness-suppression factor and the fraction P

d

v are

�
s/d = 0.26 ± 0.05 (stat) ± 0.02 (syst) ± 0.02 (br) ± 0.01 (extr) ,

P

d

v = 0.56 ± 0.03 (stat) ± 0.01 (syst) ± 0.01 (br) ± 0.02 (extr) .

The measured P

d

v fraction is smaller than the naive spin-counting prediction of 0.75, suggesting the charm-
quark mass is not large enough to ensure a precise description of charm fragmentation by heavy-quark
e↵ective theory [50]. The predictions of the thermodynamical approach [51] and the string fragmentation
approach [52], which both predict 2/3 for the fraction, are closer to, but still above, the measured value.

The measured charm fragmentation ratios agree with those measured by ALICE [5,6] and those measured
at the HERA collider in e

±
p collisions [53–56]. They can also be compared with results obtained in e

+
e

�
annihilations at LEP. The LEP fragmentation ratios are calculated using the fragmentation fractions from
Table 1:

�LEP
s/d =

f (c! D

+
s

)
f (c! D

+) + f (c! D

⇤+) · B
D

⇤+!D

0⇡+
= 0.24 ± 0.02 ± 0.01 (br) ,

P
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f (c! D

⇤+)
f (c! D

+) + f (c! D

⇤+) · B
D

⇤+!D

0⇡+
= 0.61 ± 0.02 ± 0.01 (br) ,

where the first uncertainties are the combined statistical and systematic uncertainties of the LEP meas-
urements and the second uncertainties originate from uncertainties of the relevant branching fractions.
The measurements agree within experimental uncertainties, in agreement with the hypothesis of charm
fragmentation universality.

10 Summary

The production of D

⇤±, D

± and D

±
s

charmed mesons has been measured in the kinematic region 3.5 <
pT(D) < 100 GeV and |⌘(D)| < 2.1 with the ATLAS detector in pp collisions at

p
s = 7 TeV at the LHC,

using an integrated luminosity of up to 280 nb�1. The di↵erential cross sections d�/dpT and d�/d|⌘| for
D

⇤± and D

± production have been determined and compared with a number of NLO QCD predictions.
The FONLL [17–19,23], MC@NLO [24,26] and POWHEG [25,27] predictions are generally below the
data. They are consistent with the data in normalisation within the large theoretical uncertainties. The
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do not include such a sophisticated fragmentation scheme as PYTHIA, the extrapolation for extraction of
the charm fragmentation ratios is performed with the POWHEG+PYTHIA calculations.

The results obtained by extrapolating the visible high-pT D cross sections agree with the results presented,
but have larger extrapolation uncertainties.

9.1 Total charm production cross section

To calculate the total cross section of charm production, the total production cross section of a given
D meson should be divided by twice the value of the corresponding charm fragmentation fraction from
Table 1. The weighted mean of the two values calculated from D

⇤± and D

± cross sections is

�tot
cc̄

= 8.6 ± 0.3 (stat) ± 0.7 (syst) ± 0.3 (lum) ± 0.2 (↵)+3.8
�3.4 (extr) mb (ATLAS) ,

where the fourth uncertainty is due to the uncertainty of the fragmentation fractions and the last un-
certainty is due to the extrapolation procedure. The extrapolation uncertainty is determined by adding
in quadrature the changes in results originating from all sources of the FONLL theoretical uncertainty
(Section 4). The uncertainties in the charmed meson decay branching fractions, which are common to
the measured cross sections and fragmentation fractions, do not a↵ect the calculation of the total cross
section of charm production.

The calculated total cross section of charm production can be compared with a similar calculation per-
formed by the ALICE experiment [48]:

�tot
cc̄

= 8.5 ± 0.5 (stat)+1.0
�2.4 (syst) ± 0.3 (lum) ± 0.2 (↵)+5.0

�0.4(extr) mb (ALICE) .

The ATLAS and ALICE estimates of the total charm production cross section at LHC are in good agree-
ment. Both estimations are performed using extrapolations outside the visible kinematic ranges with ana-
logous FONLL calculations. The di↵erent extrapolation uncertainties of the two estimations are due to
di↵erent visible kinematic ranges. ATLAS extrapolates from the kinematic range 3.5 < pT(D) < 20 GeV
and |⌘(D)| < 2.1, while the ALICE visible kinematic range is 1 < pT(D) < 24 GeV and |y(D)| < 0.5.

9.2 Charm fragmentation ratios

The total cross sections for D production are used to calculate two fragmentation ratios for charged
charmed mesons: the strangeness-suppression factor, �

s/d, and the fraction of charged non-strange D
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do not include such a sophisticated fragmentation scheme as PYTHIA, the extrapolation for extraction of
the charm fragmentation ratios is performed with the POWHEG+PYTHIA calculations.

The results obtained by extrapolating the visible high-pT D cross sections agree with the results presented,
but have larger extrapolation uncertainties.

9.1 Total charm production cross section

To calculate the total cross section of charm production, the total production cross section of a given
D meson should be divided by twice the value of the corresponding charm fragmentation fraction from
Table 1. The weighted mean of the two values calculated from D

⇤± and D

± cross sections is

�tot
cc̄

= 8.6 ± 0.3 (stat) ± 0.7 (syst) ± 0.3 (lum) ± 0.2 (↵)+3.8
�3.4 (extr) mb (ATLAS) ,

where the fourth uncertainty is due to the uncertainty of the fragmentation fractions and the last un-
certainty is due to the extrapolation procedure. The extrapolation uncertainty is determined by adding
in quadrature the changes in results originating from all sources of the FONLL theoretical uncertainty
(Section 4). The uncertainties in the charmed meson decay branching fractions, which are common to
the measured cross sections and fragmentation fractions, do not a↵ect the calculation of the total cross
section of charm production.

The calculated total cross section of charm production can be compared with a similar calculation per-
formed by the ALICE experiment [48]:

�tot
cc̄

= 8.5 ± 0.5 (stat)+1.0
�2.4 (syst) ± 0.3 (lum) ± 0.2 (↵)+5.0

�0.4(extr) mb (ALICE) .

The ATLAS and ALICE estimates of the total charm production cross section at LHC are in good agree-
ment. Both estimations are performed using extrapolations outside the visible kinematic ranges with ana-
logous FONLL calculations. The di↵erent extrapolation uncertainties of the two estimations are due to
di↵erent visible kinematic ranges. ATLAS extrapolates from the kinematic range 3.5 < pT(D) < 20 GeV
and |⌘(D)| < 2.1, while the ALICE visible kinematic range is 1 < pT(D) < 24 GeV and |y(D)| < 0.5.

9.2 Charm fragmentation ratios

The total cross sections for D production are used to calculate two fragmentation ratios for charged
charmed mesons: the strangeness-suppression factor, �
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The large extrapolation uncertainties, which a↵ect the extrapolated cross sections, are expected to nearly
cancel out in the ratios. However, the calculations of the ratios are a↵ected by details of the fragmentation
simulation. To determine the extrapolation uncertainties, the following variations of the PYTHIA frag-
mentation, in addition to the POWHEG+PYTHIA theoretical uncertainty (Section 4), are considered:

• the Bowler fragmentation function parameter r

c

is varied from the predicted value of 1 to 0.5; the a

and b parameters of the Lund symmetric function are varied by ±20% around their default values;

• the PYTHIA parameter for the strangeness suppression is taken to be 0.3 ± 0.1;

• the PYTHIA parameter for the fraction of the lowest-mass charmed mesons produced in a vector
state is taken to be 0.6 ± 0.1;

• the PYTHIA parameters for production rates of the excited charmed and charmed-strange mesons
are varied by ±50% around the central values tuned to reproduce the measured fractions of c quarks
hadronising into D

0
1, D

⇤0
2 or D

+
s1 [49].

Using the extrapolated cross sections, the strangeness-suppression factor and the fraction P

d

v are

�
s/d = 0.26 ± 0.05 (stat) ± 0.02 (syst) ± 0.02 (br) ± 0.01 (extr) ,

P

d

v = 0.56 ± 0.03 (stat) ± 0.01 (syst) ± 0.01 (br) ± 0.02 (extr) .

The measured P

d

v fraction is smaller than the naive spin-counting prediction of 0.75, suggesting the charm-
quark mass is not large enough to ensure a precise description of charm fragmentation by heavy-quark
e↵ective theory [50]. The predictions of the thermodynamical approach [51] and the string fragmentation
approach [52], which both predict 2/3 for the fraction, are closer to, but still above, the measured value.

The measured charm fragmentation ratios agree with those measured by ALICE [5,6] and those measured
at the HERA collider in e

±
p collisions [53–56]. They can also be compared with results obtained in e

+
e

�
annihilations at LEP. The LEP fragmentation ratios are calculated using the fragmentation fractions from
Table 1:

�LEP
s/d =

f (c! D

+
s

)
f (c! D

+) + f (c! D

⇤+) · B
D

⇤+!D

0⇡+
= 0.24 ± 0.02 ± 0.01 (br) ,

P

LEP
v =

f (c! D

⇤+)
f (c! D

+) + f (c! D

⇤+) · B
D

⇤+!D

0⇡+
= 0.61 ± 0.02 ± 0.01 (br) ,

where the first uncertainties are the combined statistical and systematic uncertainties of the LEP meas-
urements and the second uncertainties originate from uncertainties of the relevant branching fractions.
The measurements agree within experimental uncertainties, in agreement with the hypothesis of charm
fragmentation universality.

10 Summary

The production of D

⇤±, D

± and D

±
s

charmed mesons has been measured in the kinematic region 3.5 <
pT(D) < 100 GeV and |⌘(D)| < 2.1 with the ATLAS detector in pp collisions at

p
s = 7 TeV at the LHC,

using an integrated luminosity of up to 280 nb�1. The di↵erential cross sections d�/dpT and d�/d|⌘| for
D

⇤± and D

± production have been determined and compared with a number of NLO QCD predictions.
The FONLL [17–19,23], MC@NLO [24,26] and POWHEG [25,27] predictions are generally below the
data. They are consistent with the data in normalisation within the large theoretical uncertainties. The
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Summary
• Run-1	provided	a	comprehensive	suite	of	quarkonium	

measurements	at	7/8	TeV	in	range	of	decay	modes;	
– Synergy	with	other	LHC	experiments;	allows	improved	
understanding	of	quarkonia	produc3on	in	hadronic	collisions.	
• S3ll	some	Run-1	results	to	come,	
• Run-2	allows	new	energy	regime	to	explore,	results	already	
emerging.	

• Heavy	flavour	produc3on	measurements	largely	in	agreement	
with	theory:	
– Some	shape	and	normalisa3on	differences.	

• Exploring	the	nature	of	the	X(3872)	
• Associated	produc3on	of	quarkonia	and	di-quarkonium	provide	

good	tests	of	DPS	processes	
• Expect	many	interes3ng	results	to	come.
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fs/fd	Fragmenta3on	Ra3o

• Ra3o		of	b-quark	fragmenta3on	frac3ons:	fs/fd		
• Necessary	input	to	rare	decays	/	searches	=>		
– Improvement	in	constraints	/	sensi3vity.				

• ATLAS	measurement	with	7	TeV	data,	2.47	c-1,		  
through	decays	of: 
																							and 

• 							is	MC	derived	ra3o	of	 
Acceptance	and	Efficiency 
correc3ons.
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Bs ! J/ �

The production rate of B0
s (B0

d) mesons is a product of the bb̄ cross section, the instantaneous luminosity
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fraction fs ( fd), depends on the probability that in pQCD-inspired calculations [1, 2] a soft gluon splits
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Figure 2 (right) shows the ATLAS fs/ fd measurement in comparison with results from LEP [6], CDF [6,
7] and LHCb [8, 9]. The ratio fs/ fd may depend on pT and ⌘ of the B meson, e.g. LHCb observes a pT
but no ⌘ dependence of fs/ fd [8]. Figure 2 (left) shows the pT dependence of fs/ fd for ATLAS and that
of other experiments. To investigate the pT and ⌘ dependences of fs/ fd, the data sample is divided into
six pT bins in the range 8 GeV < pT < 50 GeV and into four ⌘ bins for |⌘| < 2.5 such that the number
of events in each bin is approximately equal. The fs/ fd distributions as a function of pT and ⌘ have been
fitted with a uniform (first-order polynomial) distribution yielding fit p-values 0.54 (0.66) and 0.66 (0.49),
respectively. No significant fs/ fd dependence on pT and |⌘| is seen at the present level of accuracy.

In summary, this Letter reports on the first ATLAS measurement of the ratio of B0
s ! J/ � and B0

d !
J/ K⇤0 branching fractions multiplied by the ratio of fragmentation fractions fs/ fd from which fs/ fd
is determined. The data were produced at the LHC in pp collisions at

p
s = 7 TeV and correspond to

an integrated luminosity of 2.47 fb�1. This fs/ fd measurement, obtained with a new approach, agrees
with the LHCb [8, 9] results improving the world average considerably. A comparison with the CDF [6,
7] measurement and the LEP [6] average confirms the universality of fs/ fd. The ATLAS data show no
dependence on pT nor on |⌘| within the kinematic range tested.
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fs/fd:	results
• From	experiment: 
 

• Recent	theory	result	of	ra3o	of	BF:		
          Phys. Rev. D 89 (2014) 094010 and update in:

– Perturba3ve	QCD	gives	7.1%	  
theory	uncertainty	on	BF	ra3o:	

• Resul3ng	ra3o:	

• No	pT	or	|y|	dependence	within  
the	measured		kinema3c	range.
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Figure 2: (Left) Measurements of fs/ fd versus B meson pT for CDF [7], LHCb [8] and ATLAS, where the ATLAS
data points are plotted at the average pT of the events in each bin. The error bars show statistical and systematic
errors added in quadrature. The LEP ratio, taken from Ref. [6], is plotted at an average pT value in Z decays. (Right)
Measurements of fs/ fd (black and blue points with error bars) from LEP [6], CDF [6], LHCb [8, 9] and ATLAS.
The total experimental error (thin black) is added linearly to the theory error (thick red). The green-shaded region
shows the HFAG average obtained using the blue points.
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Table 1: Measured B0
s and B0

d signal yields, the e�ciency ratio Re↵ extracted from simulations, world averages for
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B(B0
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Observable Value � Ref.
NB0

s
6640 ± 100 ± 220 3.3%

NB0
d

36290 ± 320 ± 650 1.8%
Re↵ 0.799 ± 0.001 ± 0.010 1.3%
B(�! K+K�) 0.489 ± 0.005 1.0% [15]
B(K⇤0 ! K+⇡�) 0.66503 ± 0.00014 0.02% [15]
Total 4.1%

From the ratio NB0
s
/NB0

d
after e�ciency correction and division by � and K⇤0 decay branching fractions,

ATLAS measures

fs

fd

B(B0
s ! J/ �)

B(B0
d ! J/ K⇤0)

= 0.199 ± 0.004(stat) ± 0.008(sys). (3)

A perturbative QCD prediction [23] yields

B(B0
s ! J/ �)

B(B0
d ! J/ K⇤0)

= 0.83+0.03
�0.02(!B)+0.01

�0.00( fM)+0.01
�0.02(ai)+0.01

�0.02(mc),

where the uncertainties result from the shape parameter !B of the B meson wave function, meson decay
constants fM, Gegenbauer moments ai in the wave functions of the light vector mesons and the c-quark
mass. Adding all contributions linearly yields a 7.1% theory error. Using this prediction, the ratio of
fragmentation fractions is measured to be

fs

fd
= 0.240 ± 0.004(stat) ± 0.010(sys) ± 0.017(th). (4)

Figure 2 (right) shows the ATLAS fs/ fd measurement in comparison with results from LEP [6], CDF [6,
7] and LHCb [8, 9]. The ratio fs/ fd may depend on pT and ⌘ of the B meson, e.g. LHCb observes a pT
but no ⌘ dependence of fs/ fd [8]. Figure 2 (left) shows the pT dependence of fs/ fd for ATLAS and that
of other experiments. To investigate the pT and ⌘ dependences of fs/ fd, the data sample is divided into
six pT bins in the range 8 GeV < pT < 50 GeV and into four ⌘ bins for |⌘| < 2.5 such that the number
of events in each bin is approximately equal. The fs/ fd distributions as a function of pT and ⌘ have been
fitted with a uniform (first-order polynomial) distribution yielding fit p-values 0.54 (0.66) and 0.66 (0.49),
respectively. No significant fs/ fd dependence on pT and |⌘| is seen at the present level of accuracy.

In summary, this Letter reports on the first ATLAS measurement of the ratio of B0
s ! J/ � and B0

d !
J/ K⇤0 branching fractions multiplied by the ratio of fragmentation fractions fs/ fd from which fs/ fd
is determined. The data were produced at the LHC in pp collisions at

p
s = 7 TeV and correspond to

an integrated luminosity of 2.47 fb�1. This fs/ fd measurement, obtained with a new approach, agrees
with the LHCb [8, 9] results improving the world average considerably. A comparison with the CDF [6,
7] measurement and the LEP [6] average confirms the universality of fs/ fd. The ATLAS data show no
dependence on pT nor on |⌘| within the kinematic range tested.

6

Table 1: Measured B0
s and B0

d signal yields, the e�ciency ratio Re↵ extracted from simulations, world averages for
� and K⇤0 decay branching fractions as well as corresponding systematic uncertainties � on fs

fd
B(B0

s!J/ �)
B(B0

d!J/ K⇤0) .

Observable Value � Ref.
NB0

s
6640 ± 100 ± 220 3.3%

NB0
d

36290 ± 320 ± 650 1.8%
Re↵ 0.799 ± 0.001 ± 0.010 1.3%
B(�! K+K�) 0.489 ± 0.005 1.0% [15]
B(K⇤0 ! K+⇡�) 0.66503 ± 0.00014 0.02% [15]
Total 4.1%

From the ratio NB0
s
/NB0

d
after e�ciency correction and division by � and K⇤0 decay branching fractions,

ATLAS measures

fs

fd

B(B0
s ! J/ �)

B(B0
d ! J/ K⇤0)

= 0.199 ± 0.004(stat) ± 0.008(sys). (3)

A perturbative QCD prediction [23] yields

B(B0
s ! J/ �)

B(B0
d ! J/ K⇤0)

= 0.83+0.03
�0.02(!B)+0.01

�0.00( fM)+0.01
�0.02(ai)+0.01

�0.02(mc),

where the uncertainties result from the shape parameter !B of the B meson wave function, meson decay
constants fM, Gegenbauer moments ai in the wave functions of the light vector mesons and the c-quark
mass. Adding all contributions linearly yields a 7.1% theory error. Using this prediction, the ratio of
fragmentation fractions is measured to be

fs

fd
= 0.240 ± 0.004(stat) ± 0.010(sys) ± 0.017(th). (4)

Figure 2 (right) shows the ATLAS fs/ fd measurement in comparison with results from LEP [6], CDF [6,
7] and LHCb [8, 9]. The ratio fs/ fd may depend on pT and ⌘ of the B meson, e.g. LHCb observes a pT
but no ⌘ dependence of fs/ fd [8]. Figure 2 (left) shows the pT dependence of fs/ fd for ATLAS and that
of other experiments. To investigate the pT and ⌘ dependences of fs/ fd, the data sample is divided into
six pT bins in the range 8 GeV < pT < 50 GeV and into four ⌘ bins for |⌘| < 2.5 such that the number
of events in each bin is approximately equal. The fs/ fd distributions as a function of pT and ⌘ have been
fitted with a uniform (first-order polynomial) distribution yielding fit p-values 0.54 (0.66) and 0.66 (0.49),
respectively. No significant fs/ fd dependence on pT and |⌘| is seen at the present level of accuracy.

In summary, this Letter reports on the first ATLAS measurement of the ratio of B0
s ! J/ � and B0

d !
J/ K⇤0 branching fractions multiplied by the ratio of fragmentation fractions fs/ fd from which fs/ fd
is determined. The data were produced at the LHC in pp collisions at

p
s = 7 TeV and correspond to

an integrated luminosity of 2.47 fb�1. This fs/ fd measurement, obtained with a new approach, agrees
with the LHCb [8, 9] results improving the world average considerably. A comparison with the CDF [6,
7] measurement and the LEP [6] average confirms the universality of fs/ fd. The ATLAS data show no
dependence on pT nor on |⌘| within the kinematic range tested.

6

Table 1: Measured B0
s and B0

d signal yields, the e�ciency ratio Re↵ extracted from simulations, world averages for
� and K⇤0 decay branching fractions as well as corresponding systematic uncertainties � on fs

fd
B(B0

s!J/ �)
B(B0

d!J/ K⇤0) .

Observable Value � Ref.
NB0

s
6640 ± 100 ± 220 3.3%

NB0
d

36290 ± 320 ± 650 1.8%
Re↵ 0.799 ± 0.001 ± 0.010 1.3%
B(�! K+K�) 0.489 ± 0.005 1.0% [15]
B(K⇤0 ! K+⇡�) 0.66503 ± 0.00014 0.02% [15]
Total 4.1%

From the ratio NB0
s
/NB0

d
after e�ciency correction and division by � and K⇤0 decay branching fractions,

ATLAS measures

fs

fd

B(B0
s ! J/ �)

B(B0
d ! J/ K⇤0)

= 0.199 ± 0.004(stat) ± 0.008(sys). (3)

A perturbative QCD prediction [23] yields

B(B0
s ! J/ �)

B(B0
d ! J/ K⇤0)

= 0.83+0.03
�0.02(!B)+0.01

�0.00( fM)+0.01
�0.02(ai)+0.01

�0.02(mc),

where the uncertainties result from the shape parameter !B of the B meson wave function, meson decay
constants fM, Gegenbauer moments ai in the wave functions of the light vector mesons and the c-quark
mass. Adding all contributions linearly yields a 7.1% theory error. Using this prediction, the ratio of
fragmentation fractions is measured to be

fs

fd
= 0.240 ± 0.004(stat) ± 0.010(sys) ± 0.017(th). (4)

Figure 2 (right) shows the ATLAS fs/ fd measurement in comparison with results from LEP [6], CDF [6,
7] and LHCb [8, 9]. The ratio fs/ fd may depend on pT and ⌘ of the B meson, e.g. LHCb observes a pT
but no ⌘ dependence of fs/ fd [8]. Figure 2 (left) shows the pT dependence of fs/ fd for ATLAS and that
of other experiments. To investigate the pT and ⌘ dependences of fs/ fd, the data sample is divided into
six pT bins in the range 8 GeV < pT < 50 GeV and into four ⌘ bins for |⌘| < 2.5 such that the number
of events in each bin is approximately equal. The fs/ fd distributions as a function of pT and ⌘ have been
fitted with a uniform (first-order polynomial) distribution yielding fit p-values 0.54 (0.66) and 0.66 (0.49),
respectively. No significant fs/ fd dependence on pT and |⌘| is seen at the present level of accuracy.

In summary, this Letter reports on the first ATLAS measurement of the ratio of B0
s ! J/ � and B0

d !
J/ K⇤0 branching fractions multiplied by the ratio of fragmentation fractions fs/ fd from which fs/ fd
is determined. The data were produced at the LHC in pp collisions at

p
s = 7 TeV and correspond to

an integrated luminosity of 2.47 fb�1. This fs/ fd measurement, obtained with a new approach, agrees
with the LHCb [8, 9] results improving the world average considerably. A comparison with the CDF [6,
7] measurement and the LEP [6] average confirms the universality of fs/ fd. The ATLAS data show no
dependence on pT nor on |⌘| within the kinematic range tested.

6

arXiv:1309.0313v2 

http://arxiv.org/abs/1309.0313v2


fs/fd

• Dependencies	on	|η|	and	pT.
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D*±	and	D±	Differen3al	Cross-sec3ons	in	η
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Systema3cs

• Charm	produc3on	
• Systema3c	uncertain3es	in	visible	region.
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• {δ7} the uncertainty of the luminosity measurement is ±3.5% for all cross sections;265

• {δ8} the uncertainty of the branching fractions [17, 19] (whole pT range: ±1.5%, ±2.1%, ±5.9%).266

Table 1: Systematic uncertainties for measurements of visible low-pT, 3.5 < pT(D(∗)) < 20 GeV, and
high-pT, 20 < pT(D(∗)) < 100 GeV, cross sections of D∗±, D± and D±s production with |η| < 2.1.

Source σvis(D∗±) σvis(D±) σvis(D∗±s )
low-pT high-pT low-pT high-pT low-pT high-pT

Trigger - +0.9
−1.0% - +0.9

−1.0% - +0.9
−1.0%

Tracking ±7.8% ±7.4% ±7.7% ±7.4% ±7.6% ±7.4%
D(∗) selection +2.8

−1.6%
+1.7
−1.4%

+1.6
−1.0%

+0.9
−0.6%

+2.6
−1.6%

+1.1
−0.9%

Signal fit ±1.3% ±0.9% ±1.3% ±1.5% ±6.4% ±5.3%
Modelling +1.0

−1.7%
+2.7
−2.3%

+2.3
−2.6%

+2.9
−2.4%

+1.7
−2.4%

+2.8
−2.4%

MC statistics ±0.6% ±0.9% ±0.8% ±0.8% ±2.9% ±3.1%
Luminosity ±3.5% ±3.5% ±3.5% ±3.5% ±3.5% ±3.5%

Branching fraction ±1.5% ±1.5% ±2.1% ±2.1% ±5.9% ±5.9%

The systematic uncertainties are summarised in Table 1. Contributions from the systematic uncer-267

tainties δ1 − δ6, calculated for visible cross sections and all bins of the differential cross sections, are268

added in quadrature separately for positive and negative variations. Uncertainties due to those on the269

luminosity measurement (δ7) and branching fractions (δ8) are quoted separately for the measured visible270

cross sections. For differential cross sections, the δ7 − δ8 uncertainties are not included in the figures.271

7 NLO QCD calculations272

The measured D(∗) cross sections are compared with the fixed-order next-to-leading logarithm273

(FONLL) [20], general-mass variable-flavor-number scheme (GM-VFNS) [21] calculations and with274

the NLO QCD calculations matched with a leading-logarithmic parton-shower MC simulation. A web275

interface is used to obtain up to date FONLL predictions [22], while the GM-VFNS predictions are276

obtained from their authors by request [23]. Two methods, MC@NLO [24] and POWHEG [25], for277

performing the NLO-MC matched calculations are presently available. Their implementations in the278

codes MC@NLO 3.42 [26] and POWHEG-hvq 1.01 [27] are used. MC@NLO 3.42 is matched with the279

HERWIG 6.5 [28] MC event generator while POWHEG-hvq 1.01 can be used with both HERWIG 6.5280

and PYTHIA 6.4.281

The main differences between the GM-VFNS and other calculations considered originate from dif-282

ferences between the so-called massless and massive schemes. In the massive scheme, the heavy quark283

Q appears only in the final state and the power terms of m2Q/p
2
T,Q of the perturbative series are correctly284

accounted for, where pT,Q is the transverse momentum of the Q quark and mQ is its pole mass. The285

massive calculations are not reliable for pT,Q ≫ mQ due to neglected terms of the type ln(p2T,Q/m
2
Q).286

In the massless scheme, the Q quark occurs as an incoming parton and the large logarithmic terms are287

absorbed into the Q quark contribution to the proton parton density functions (PDF) and into the frag-288

mentation functions of the Q quark transition to a hadron. The massless calculations are reliable only289

for pT,Q ≫ mQ due to the assumption that mQ = 0. To obtain reliable predictions for pT,Q ≈ mQ,290

the FONLL and GM-VFNS calculations were developed. In FONLL, the massive and massless pre-291

dictions are matched exactly up to O(α3s), and spurious higher order terms with potential unphysical292



Theory	Uncertain3es
• POWHEG+PYTHIA:	

• FONLL: 
 

• scale	uncertainty:	x0.5	–	x2.0	varia3on	

• mQ:	Varia3on	in	b	and	c	quark	masses	

• PDF	uncertainty	from	CTEQ6.6	PDF	error	eigenvectors	

• Fragmenta3on	frac3on	uncertainty		from	LEP	data	

• hadr:	quadrature	sum	of	fragmenta3on	frac3on	and	func3on	uncertain3es	(from	
Peterson	fragmenta3on	func3on). 29

�vis(D±
s

) = 160 ± 31 (stat) ± 17 (syst) ± 6 (lum) ± 10 (br) µb ,

where the last two uncertainties are due to those on the luminosity measurement and the charmed meson
decay branching fractions.

The POWHEG+PYTHIA predictions are

�vis(D⇤±) = 158+176
�81 (scale)+15

�16 (m
Q

) +14
�13 (PDF � ↵

s

)+19
�16 (hadr) µb ,

�vis(D±) = 134+145
�67 (scale)+12

�13 (m
Q

) +12
�11 (PDF � ↵

s

)+21
�12 (hadr) µb ,

�vis(D±
s

) = 62+63
�29 (scale) ± 6 (m

Q

) ± 5 (PDF � ↵
s

)+7
�8 (hadr) µb ,

where the last uncertainty is due to that on hadronisation (see Section 4). The FONLL predictions for
D

⇤+ and D

+ are
�vis(D⇤±) = 202+119

�73 (scale)+36
�27 (m

Q

) ± 21 (PDF) ± 5 (↵) µb ,

�vis(D±) = 174 +99
�60 (scale)+33

�24 (m
Q

) ± 18 (PDF) ± 7 (↵) µb ,

where the last uncertainty is due to that on the fragmentation function. The FONLL predictions for D

+
s

production are currently not available.

�vis(D⇤±) �vis(D±) �vis(D⇤±
s

)

Range low-pT high-pT low-pT high-pT low-pT high-pT

[units] [µb] [nb] [µb] [nb] [µb] [nb]

ATLAS 331 ± 36 988 ± 100 328 ± 34 888 ± 97 160 ± 37 512 ± 104

GM-VFNS 340+130
�150 1000+120

�150 350+150
�160 980+120

�150 147+54
�66 470+56

�69

FONLL 202+125
�79 753+123

�104 174+105
�66 617+103

�86 - -

POWHEG+PYTHIA 158+179
�85 600+300

�180 134+148
�70 480+240

�130 62+64
�31 225+114

�69

POWHEG+HERWIG 137+147
�72 690+380

�160 121+129
�64 580+280

�140 51+50
�25 268+107

�62

MC@NLO 157+125
�72 980+460

�290 140+112
�65 810+390

�260 58+42
�25 345+175

�87

Table 3: The visible low-pT, 3.5 < pT(D) < 20 GeV, and high-pT, 20 < pT(D) < 100 GeV, cross sections of D

⇤±,
D

± and D

±
s

production with |⌘| < 2.1. The measurements are compared with the GM-VFNS [20–22], FONLL [17–
19, 23], POWHEG+PYTHIA [11, 27], POWHEG+HERWIG [27, 28] and MC@NLO [26, 28] predictions. The
data uncertainties are the total uncertainties obtained as sums in quadrature of the statistical, systematic, luminosity
and branching-fraction uncertainties. The prediction uncertainties are the total uncertainties obtained as sums in
quadrature of all considered sources of the theoretical uncertainty (see text).

The visible cross sections of D meson production in pp collisions at
p

s = 7 TeV for |⌘(D)| < 2.1 in the
high-pT range, 20 < pT(D) < 100 GeV, are measured to be

�vis(D⇤±) = 988 ± 45 (stat) ± 81 (syst) ± 35 (lum) ± 15 (br) nb ,

�vis(D±) = 888 ± 53 (stat) ± 73 (syst) ± 31 (lum) ± 18 (br) nb ,

�vis(D±
s

) = 512 ± 83 (stat) ± 52 (syst) ± 18 (lum) ± 30 (br) nb .
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where the last two uncertainties are due to those on the luminosity measurement and the charmed meson
decay branching fractions.
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where the last uncertainty is due to that on the fragmentation function. The FONLL predictions for D

+
s

production are currently not available.
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)

Range low-pT high-pT low-pT high-pT low-pT high-pT

[units] [µb] [nb] [µb] [nb] [µb] [nb]

ATLAS 331 ± 36 988 ± 100 328 ± 34 888 ± 97 160 ± 37 512 ± 104

GM-VFNS 340+130
�150 1000+120

�150 350+150
�160 980+120
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�66 470+56

�69
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�79 753+123

�104 174+105
�66 617+103

�86 - -
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�85 600+300

�180 134+148
�70 480+240

�130 62+64
�31 225+114

�69

POWHEG+HERWIG 137+147
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�64 580+280
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�62
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�65 810+390
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Table 3: The visible low-pT, 3.5 < pT(D) < 20 GeV, and high-pT, 20 < pT(D) < 100 GeV, cross sections of D

⇤±,
D

± and D

±
s

production with |⌘| < 2.1. The measurements are compared with the GM-VFNS [20–22], FONLL [17–
19, 23], POWHEG+PYTHIA [11, 27], POWHEG+HERWIG [27, 28] and MC@NLO [26, 28] predictions. The
data uncertainties are the total uncertainties obtained as sums in quadrature of the statistical, systematic, luminosity
and branching-fraction uncertainties. The prediction uncertainties are the total uncertainties obtained as sums in
quadrature of all considered sources of the theoretical uncertainty (see text).

The visible cross sections of D meson production in pp collisions at
p

s = 7 TeV for |⌘(D)| < 2.1 in the
high-pT range, 20 < pT(D) < 100 GeV, are measured to be

�vis(D⇤±) = 988 ± 45 (stat) ± 81 (syst) ± 35 (lum) ± 15 (br) nb ,

�vis(D±) = 888 ± 53 (stat) ± 73 (syst) ± 31 (lum) ± 18 (br) nb ,

�vis(D±
s

) = 512 ± 83 (stat) ± 52 (syst) ± 18 (lum) ± 30 (br) nb .
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The POWHEG+PYTHIA predictions are

�vis(D⇤±) = 600+269
�137 (scale)+15

�21 (m
Q

)+25
�34 (PDF � ↵

s

)+126
�111 (hadr) nb ,

�vis(D±) = 480+208
�109 (scale) +6

�11 (m
Q

)+20
�27 (PDF � ↵

s

)+121
�71 (hadr) nb ,

�vis(D±
s

) = 225+106
�47 (scale) +9

�8 (m
Q

) +9
�13 (PDF � ↵

s

) +40
�49 (hadr) nb .

The FONLL predictions for D

⇤+ and D

+ are

�vis(D⇤±) = 753+116
�98 (scale)+28

�18 (m
Q

) ± 41 (PDF) ± 17 (↵) µb ,

�vis(D±) = 617 +92
�78 (scale)+37

�21 (m
Q

) ± 33 (PDF) ± 23 (↵) µb .

pT range d�/dpT(D⇤±) [µb/GeV] d�/dpT(D±) [µb/GeV]

3.5 � 5.0 145 ± 15 ± 14 127 ± 13 ± 12

5.0 � 6.5 43.4 ± 4.2 ± 3.6 51.9 ± 4.3 ± 4.2

6.5 � 8.0 20.8 ± 1.9 ± 1.7 20.0 ± 2.3 ± 1.6

8 � 12 6.34 ± 0.50 ± 0.51 6.29 ± 0.56 ± 0.51

12 � 20 (757 ± 101 ± 65) ⇥ 10�3 (583 ± 88 ± 50) ⇥ 10�3

20 � 30 (78.8 ± 5.6 ± 6.4) ⇥ 10�3 (73.6 ± 5.5 ± 5.9) ⇥ 10�3

30 � 40 (13.3 ± 1.2 ± 1.2) ⇥ 10�3 (11.9 ± 1.2 ± 1.0) ⇥ 10�3

40 � 60 (2.52 ± 0.21 ± 0.20) ⇥ 10�3 (2.05 ± 0.18 ± 0.16) ⇥ 10�3

60 � 100 (131 ± 31 ± 11) ⇥ 10�6 (175 ± 41 ± 15) ⇥ 10�6

Table 4: The measured di↵erential cross sections d�/dpT of D

⇤± and D

± production with |⌘| < 2.1. The first and
second errors are the statistical and systematic uncertainties, respectively. Uncertainties linked with the luminosity
measurement (3.5%) and branching fractions (1.5% and 2.1% for D

⇤± and D

±, respectively) are not shown.

|⌘| range d�/d|⌘|(D⇤±) [µb] d�/d|⌘|(D±) [µb]

0.0 � 0.2 176 ± 21 ± 14 165 ± 20 ± 13

0.2 � 0.5 158 ± 17 ± 12 164 ± 16 ± 13

0.5 � 0.8 149 ± 15 ± 12 165 ± 15 ± 13

0.8 � 1.3 156 ± 14 ± 14 157 ± 17 ± 13

1.3 � 2.1 171 ± 23 ± 19 142 ± 19 ± 18

Table 5: The measured di↵erential cross sections d�/d|⌘| of D

⇤± and D

± production with 3.5 < pT < 20 GeV. The
first and second errors are the statistical and systematic uncertainties, respectively. Uncertainties linked with the
luminosity measurement (3.5%) and branching fractions (1.5% and 2.1% for D

⇤± and D

±, respectively) are not
shown.
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3.5	<	pT(D)	<	20	GeV

3.5	<	pT(D)	<	20	GeV

20	<	pT(D)	<	100	GeV

20	<	pT(D)	<	100	GeV
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