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• The Drell-Yan process and its complexity in view of high-precision measurements

• Recent developments in the evaluation of higher-order radiative corrections

• Recent developments in the implementation of simulation codes

• Estimate of uncertainties affecting the EW measurements

Plan of the talk

A comparison of codes for the simulation of the Drell-Yan process can be found in arXiv:1606.02330 

http://arxiv.org/abs/arXiv:1606.02330


● easy detection
   high pt lepton pair  or  high pt lepton + missing pt

   typical cuts at the LHC   (central detector region)

p⊥,l and p⊥,ν > 25GeV, |ηl| < 2.5

● large cross section
  at LHC  σ(W) = 30 nb i.e.  3 10^8    events with L=10 fb^-1
  at LHC  σ(Z) =  3.5 nb i.e.  3.5 10^7 events with L=10 fb^-1

Challenges of LHC to QCD and vice versa. LHC X-sections as a figure.
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R.M. Godbole, Beijing, July 6-10, 2004. page 7

The Drell-Yan process

Motivations

Drell-Yan-like production of singleW (Z) bosons is one of the cleanest processes with a large

cross section at hadron colliders. It can be used
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• to derive precise measurements of the W -boson mass MW and width �W . Relevant

observables: leptons’ transverse momentum p⌅
T , W transverse mass MW

T , ratio of the

W /Z transverse mass distributionsMW
T /MZ

T , ratio of leptonic rates ...

• to monitor the collider luminosity and determine the parton distribution functions (PDFs).
Relevant observables: total cross section,W rapidity yW , charged lepton pseudorapidity

�⌅ ...
M. Dittmar, F. Pauss, D. Zurcher, Phys. Rev. D56 (1997) 7284

V.A. Khoze et al., Eur. Phys. J. C19 (2001) 313
4

→ no statistical limitations to perform high-precision measurements
     the LHC experiments already reached the Tevatron statistical sensitivity
     the discussion is all about experimental and theoretical systematics

● the neutrino in the charged-current process
   it is not possible to measure the longitudinal component
   of the neutrino momentum 
   → in turn it is not possible to measure the lepton-pair invariant mass or rapidity

● physical relevance    the DY processes (CC and NC) are crucial 
   ·to measure the gauge boson masses and widths
   ·to constrain the proton PDFs and to monitor the collider luminosity
   ·as a background to several new physics searches
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The Drell-Yan process

Observables quantities accessible via counting experiments
                    cross sections and asymmetries

Pseudo-Observables quantities that are functions of the cross section and symmetries
                               require a model to be properly defined
                              ·the Z boson mass at LEP as the pole of the Breit-Wigner resonance factor
                              ·the W mass at hadron collider as the fitting parameter of a template fit procedure
                                 the templates are computed in a model (typically the SM)

Template fit ·several histograms describing a differential distribution are computed with 
                     the highest available theoretical accuracy and degree of realism in the detector simulation
                     letting the fit parameter (e.g. MW) vary in a range
                  ·the histogram that best describes the data selects the preferred, i.e. measured, MW value

                  ·the result of the fit depends on the hypotheses used to compute the templates
                     these hypotheses should be treated as theoretical systematic errors
                  ·more accurate calculations, properly implemented in Monte Carlo event generators
                      are needed to reduce this systematic error



MW determination at hadron colliders: observables and techniques

●MW extracted from the study of the  
  lepton-pair transverse mass, lepton transverse momentum, missing transverse momentum distributions
  thanks to the jacobian peak that enhances the sensitivity to MW

●Transverse mass:  important detector smearing effects,  moderate impact from the ptW modelling
  Lepton pt:            moderate detector effects,                extremely sensitive to the ptW modelling 
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Experimental Observables 

5 EPS-HEP Stockholm   18/07/2013 T.Kurca for D0 Collaboration 

pT(e) 
 most affected by pT(W)   

MT 
 less sensitive to transverse motion of W 
- sensitive to detector resolution effects 

          No pT(W)  
   pT(W) included 

  Detector effects  

  extract W mass from 3 observables transversal to the beam direction:   
               Electron pT 
               W transverse mass MT 
               Missing ET 

  complementary observables, not completely correlated 
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the ptW modelling strongly depends on the all-order treatment of the QCD corrections

●MW is extracted from the study of the shape of the distributions
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●Challenging shape measurement: 
  a distortion at the few per mil level of the distributions yields a shift of O(10 MeV) of the MW value
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MW determination at hadron colliders: observables and techniques
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● Which corrections shall we need to keep under control?



CDF, arXiv:1311.0894 D0, arXiv:1310.8628

Breakdown of uncertainties on MW estimated by CFD and D0

3 items of theoretical systematic uncertainty 
    are framed in red in the CDF and D0 tables

are weak effects relevant? do we need only QED?

perturbative QCD uncertainties are not quoted

what is the correct procedure to evaluate
perturbative and non-perturbative QCD uncertainties?
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Figure 1: Measurements of the W-boson mass
by the LEP and Tevatron experiments.

and Bose-Einstein correlations (BEC) between quarks from dif-

ferent W’s (8 MeV) are included. The mass difference between

qqqq and qqℓνℓ final states (due to possible CR and BEC effects)

is −12±45 MeV. In a similar manner, the width results obtained

at LEP have been combined, resulting in ΓW = 2.195 ± 0.083

GeV [1].

The two Tevatron experiments have also identified common

systematic errors. Between the two experiments, uncertainties

due to the parton distribution functions, radiative corrections,

and choice of mass (width) in the width (mass) measurements

are treated as correlated. An average W width of ΓW = 2.046±

0.049 GeV [2] is obtained. Errors of 20 MeV and 7 MeV

accounting for PDF and radiative correction uncertainties in this

width combination dominate the correlated uncertainties. At

the 2012 winter conferences, the CDF and D0 experiments have

December 18, 2013 12:01



Perturbative expansion of the Drell-Yan cross section
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QCD
NLO-QCD

total NNLO-QCD

total N3LO -QCD soft

fully differential NNLO-QCD

EW
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W  NLO-EW
fully differential

Z  NLO-EW
fully differential

The MW determination is a shape measurement:  
     the O(α) QED-FSR corrections shift MW by O(100 MeV)
     the large O(αs) QCD K-factor is less relevant for MW
                than an accurate description of multiple gluon emissions

Only-QCD and only-EW results, separately available, have to be combined 
  to obtain a realistic description of the data



Perturbative expansion of the Drell-Yan cross section
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mixed QCDxEW Exact O(ααs) results for DY processes are not available

A. Czarnecki, J.H. Kühn, Phys. Rev. Lett. 77 (1996) 3955 
A. Kotikov, J.H. Kühn, O. Veretin, Nucl. Phys. B 788 (2008) 47 
D. Kara, Nucl. Phys. B 877 (2013) 683 

W.B. Kilgore, C. Sturm, Phys.Rev.D85 (2012) 033005 

S. Dittmaier, A. Huss, C. Schwinn, Null.Phys.B885 (2014) 318 
S. Dittmaier, A. Huss, C. Schwinn, Null.Phys.B904 (2016) 216 

R. Bonciani, S. Di Vita, P. Mastrolia, U. Schubert, arXiv:1604.08581

W and Z boson decay at O(ααs)

mixed QCDxQED virtual corrections to DY processes

O(ααs) corrections to DY processes in pole approximation

full set of Master Integrals for the evaluation of virtual O(ααs) corrections
to DY processes  (MW=MZ)
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Classification of mixed O(ααs) QCDxEW corrections

● The bulk of the O(ααs) corrections relevant for the MW determination, i.e. at the W(Z) resonance,
   can be obtained with a combination of QCD-ISR and QED-FSR corrections, providing:
   · the QCD K-factor and of gauge boson kinematical distributions
   · the leading QED effects on the distributions of the final state leptons
   · the bulk of these effects is already available in several Monte Carlo event generators

● The full set of O(ααs) corrections (challenging 2-loop calculation) is not yet available

● A very important step forward is given by the evaluation in arXiv:1604.08581
   of all the relevant Master Integrals
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Master Integrals for the evaluation of DY processes at O(ααs) 

So this is what we computed Bonciani, Mastrolia, Schubert, DV 16

(a1) (a2)

(b1) (b2) (b3)

(c1) (c2)

S. Di Vita (DESY) 2L MIs for QCD⇥EW corrections to DY 12 / 25

R. Bonciani, S. Di Vita, P. Mastrolia, U. Schubert, arXiv:1604.08581

thin lines    massless
thick lines   massive
topologies b and c were not known

2 masses topologies evaluated with the same mass

SM results, where both W and Z appear,
 can be evaluated with an expansion in ΔM=MZ-MW

49 MI identified (8 massless, 24 1-mass, 17 2-masses)
solution of differential equations expressed in terms of
iterated integrals (mixed Chen-Goncharov representation)
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O(ααs) corrections in pole approximation

● The pole approximation provides a good description of the W (Z) region,
   as it has already been checked for the pure NLO-EW corrections
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● At O(ααs) there are 4 groups of contributions

● The last group yields the dominant correction to the process,
    due to factorizable corrections QCD-initial x QED-final

this class is expected to capture the dominant part of the full O(↵↵s) corrections
on kinematic distributions in the resonance region. Therefore the sum of the NLO
QCD cross section �NLOs and the NLO EW corrections can be improved by adding
the initial–final-state corrections in the PA, �prod⇥dec

↵↵s
:

�NNLOs⌦ew = �NLOs + ↵�↵ + ↵↵s �
prod⇥dec
↵↵s

. (18)

The last term in Eq. (18), in particular, includes the double-real contribution that is
given in terms of the exact matrix elements for gluon or photon emission in vector-
boson production and decay, respectively, treated without kinematic approximation
on the photon or gluon momenta. In the POWHEG implementation discussed in Sec-
tion 4.1, these e↵ects are approximated by treating the first emission exactly and
generating the second emission by a QCDxQED shower in the collinear approxima-
tion. On the other hand, this approach includes multiple collinear photon and gluon
emissions which are not included in the fixed-order prediction (18).

In the numerical results shown below, all terms of Eq. (18) are consistently eval-
uated using the NNPDF2.3QED NLO set [32], which includes O(↵) corrections. We
consider the case of “bare muons” without any photon recombination. Results ob-
tained assuming a recombination of leptons with collinear photons can be found in
Ref. [84] and show the same overall features, with corrections that typically reduced
by a factor of two.

Predictions for the transverse-mass and transverse-lepton-momentum distribu-
tions for W+ production at the LHC with

p
s = 14TeV are shown in Fig. 36. For

Z production, Fig. 37 displays the results for the lepton-invariant-mass distribution
and a transverse-lepton-momentum distribution. The red curves are given by the
factorizable initial–final O(↵↵s) corrections, normalized to the LO cross-section pre-
diction,

�prod⇥dec
↵↵s

=
↵↵s �prod⇥dec

↵↵s

�LO

, (19)

where �LO is computed using the NNPDF2.3QED LO PDFs. One observes corrections
beyond NLO of approximately �1.7% in the MT,⌫l distribution (left plot in Fig. 36).
As can be anticipated from the size of the NLO QCD corrections, corrections to
the transverse-lepton-momentum spectrum (right plots in Figs. 36 and 37) can be
much larger, rising to about 15% (20%) above the Jacobian peak for the case of
the W+ boson (Z boson) and dropping to almost �50% above. In fact, a realistic
description of the pT,l spectrum near resonance requires the inclusion of higher-order
gluon-emission e↵ects. In case of the Ml+l� distribution for Z production (left plot
in Fig. 37), corrections up to 10% are observed below the resonance, consistent with
the large EW NLO corrections from FSR in this region.

The result of the PA (19) allows to assess the validity of a naive product ansatz
of the O(↵↵s) correction,

�naive fact
NNLOs⌦ew

= �NLOs(1 + �↵). (20)

Here the relative EW correction factor �↵ = ↵�↵/�0 is introduced as the ratio of
the NLO EW correction and the LO contribution �0 to the NLO cross section, both
evaluated with NLO PDFs, so that PDF e↵ects cancel in this factor. The di↵erence
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of the prediction (18) to the product ansatz (20), normalized to the LO cross section,
reads

�NNLOs⌦ew � �naive fact
NNLOs⌦ew

�LO

= �prod⇥dec
↵↵s

� �↵�
0
↵s
, (21)

with the relative QCD correction factor �0↵s
= (�NLOs � �0)/�LO.12 The agreement of

the correction factor (19) with the product �↵�0↵s
therefore provides an estimate for the

accuracy of the naive product ansatz. In Figs. 36 and 37 two di↵erent versions of the
EW correction factor are used for the product approximation, first based on the full
NLO correction (�↵, black curves), and second based on the dominant EW final-state
correction of the PA (�dec↵ , blue curves). The di↵erence of these curves provides an
estimate for the size of the remaining as yet uncalculated O(↵↵s) corrections beyond
the initial–final corrections considered in the calculation of Refs. [82, 83, 84] and
therefore also provides an error estimate of the PA, and in particular of the omission
of the corrections of initial–initial type.

In the case of the MT,⌫l distribution (left plot in Fig. 36), which is rather insensi-
tive to W-boson recoil due to jet emission, both versions of the naive product ansatz
approximate the PA prediction quite well near the Jacobian peak and below. Above
the peak, the product �0↵s

�↵ based on the full NLO EW correction factor deviates
from the other curves, which signals the growing importance of e↵ects beyond the
PA. In contrast, the product ansatz fails to provide a good description for the lepton
pT,l distributions (right plots in Figs. 36 and 37), which are sensitive to the interplay
of QCD and photonic real-emission e↵ects. In this case one also observes a larger dis-
crepancy of the two di↵erent implementations of the naive product, which indicates
a larger impact of the missing O(↵↵s) initial-initial corrections of Fig. 35 (a), and in
particular the real-emission counterparts. For the Ml+l� distribution for Z production
(left plot in Fig. 37), the naive products approximate the full initial–final corrections
reasonably well for Ml+l� � MZ, but completely fail already a little below the reso-
nance where they do not even reproduce the sign of the full correction �prod⇥dec

↵s↵ . This
failure can be understood from the fact that the naive product ansatz multiplies the
corrections locally on a bin-by-bin basis, while a more appropriate treatment would
apply the QCD correction factor at the resonance, �0↵s

(Ml+l� = MZ) ⇡ 6.5%, for the
events that are shifted below the resonance by photonic FSR. The observed mismatch
is further enhanced by a sign change in the QCD correction �0↵s

at Ml+l� ⇡ 83GeV.
These examples show that a naive product approximation has to be used with care

and does not hold for all distributions. The results are also sensitive to the precise
definition of the correction factors �↵ and �↵s [83]. As shown in Ref. [84], a more
suitable factorized approximation of the dominant O(↵↵s) e↵ects can be obtained
by combining the full NLO QCD corrections to vector-boson production with the
leading-logarithmic approximation for FSR through a structure-function or a parton
shower approach such as used in PHOTOS [12]. In this way the interplay of the recoil
e↵ects from jet and photon emission is properly taken into account, while certain non-
universal, subleading, e↵ects are neglected.

12Note that this correction factor di↵ers from that in the standard QCD K factor KNLOs =
�NLOs/�LO ⌘ 1 + �↵s due to the use of di↵erent PDF sets in the Born contributions. See Ref. [83]
for further discussion.
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● We need to compare these results with the O(ααs) terms available in Monte Carlo (POWHEG)
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Let us describe the algorithm that allows one to obtain the
QED corrections by replacing gluons by photons from the
QCD splitting functions.

1. Since the QCD kernels include the average over initial
colour states, we first correct the overall normalization
of Pba in the case that an initial gluon (a = g) has to
be transformed into a photon (a = γ ), multiplying the
kernel by (N 2

C − 1).
2. Then we identify those Feynman diagrams that are non-

vanishing when replacing the corresponding gluon by
a photon, and we compute their colour structure. If the
original QCD diagram involves two non-observable glu-
ons, the replacement g → γ leads to two non-equivalent
topologies (both in real and virtual terms). At O(α αS), it
is necessary to multiply the final result by a global factor
2 to account for this effect in the pure quark kernels.

3. After that, we write the colour structures in terms of NC
by using the well known relations

CA = NC , CF = − 1
2 NC

+ NC

2
. (24)

4. Next, we single out and keep only the leading terms in
the limit NC → 0.

5. The final step consists in recomputing the colour structure
for the Abelian diagrams, replacing the QCD ones in the
expression of Pba .

In practical terms, we notice that at this order the QED results
can be recovered by simply identifying the most divergent
colour structure and performing the replacement directly
there, with the additional normalization change if the initial
gluon is replaced by a photon or if there are two unresolved
gluons. Finally, if the Feynman diagram expansion involves
fermion loops, we use the replacement

nF →
nF∑

j=1

e2
q j
, (25)

whilst for external quarks we just multiply the result by the
global factor e2

q . Figure 1 provides a graphical representation
of the Abelianization algorithm applied to the NLO QCD
splitting kernels to obtain the mixed QCD–QED corrections.
In particular, in (c), we explicitly motivate the replacement
rule mentioned in Eq. 25 by exploring a typical contribution
to P(2,0)

gg . When one gluon is replaced by a photon, we obtain a
fermion box with two photons attached to it; the QED interac-
tion introduces a factor e2

q responsible of a charge separation
for each quark flavour.

In the context of the full EW theory, the corrections
induced by massive bosons lead to singularities. However,
we will not deal with them in this work because it is possi-

Fig. 1 A sample of diagrams associated with the virtual and real con-
tributions to P(2,0)

qq , in a and b respectively. To obtain P(1,1)
qq , one gluon

is replaced by a photon. Since there are two ways to perform the replace-
ment, a factor 2 arises. c P(2,0)

gg is considered with a representative dia-
gram. In this case, the Abelian limit allows one to compute both P(1,1)

γ g

and P(1,1)
gγ . The presence of a fermionic box forces to take into account

the different quark EM charges

ble to factorize them and achieve a fully consistent treatment
of IR divergences relying only on QCD–QED splittings. In
other terms, singularities introduced by W and Z bosons can
be absorbed into the hard scattering, thus leaving unaffected
the evolution of PDFs.

We therefore present the (QCD,QED) = (1, 1) expres-
sions of the corresponding splitting kernels. In the first place,
we obtain

P(1,1)
qγ =

CF CA e2
q

2

{
4 − 9x − (1 − 4x) ln(x) − (1 − 2x)

× ln2 (x)+ 4 ln(1 − x)+ pqg(x)
[

2ln2
(

1 − x
x

)

− 4 ln
(

1 − x
x

)
− 2π2

3
+ 10

]}
, (26)

P(1,1)
gγ = CF CA

⎛

⎝
nF∑

j=1

e2
q j

⎞

⎠
{
−16 + 8x + 20

3
x2 + 4

3x

− (6 + 10x) ln(x) − 2(1 + x)ln2 (x)
}
, (27)

P(1,1)
γ γ = −CF CA

⎛

⎝
nF∑

j=1

e2
q j

⎞

⎠ δ(1 − x), (28)

for photon initiated processes, and

P(1,1)
qg =

TR e2
q

2

{
4 − 9x − (1 − 4x) ln(x) − (1 − 2x)

× ln2 (x)+ 4 ln(1 − x)+ pqg(x)
[

2ln2
(

1 − x
x

)

123

starting from the expressions by Curci-Furmanski-Petronzio
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− 4 ln
(

1 − x
x

)
− 2π2

3
+ 10

]}
, (29)

P(1,1)
γ g = TR

⎛

⎝
nF∑

j=1

e2
q j

⎞

⎠
{
−16 + 8x + 20

3
x2 + 4

3x

− (6 + 10x) ln(x) − 2(1 + x)ln2 (x)
}
, (30)

P(1,1)
gg = −TR

⎛

⎝
nF∑

j=1

e2
q j

⎞

⎠ δ(1 − x), (31)

for collinear splitting processes with a starting gluon. Notice
that QED corrections to the diagonal splitting kernels P(1,1)

γ γ

and P(1,1)
gg are proportional to the Dirac delta function

δ(1 − x) since they are originated by virtual two-loop con-
tributions to the photon and gluon propagators, respectively.
On the other hand, the quark splitting functions are given by

PS(1,1)
qq = PS(1,1)

qq̄ = 0, (32)

PV (1,1)
qq = −2CF e2

q

[(
2 ln(1 − x)+ 3

2

)
ln(x)pqq(x)

+ 3 + 7x
2

ln(x)+ 1 + x
2

ln2 (x)+ 5(1 − x)

+
(

π2

2
− 3

8
− 6ζ3

)
δ(1 − x)

]
, (33)

PV (1,1)
qq̄ = 2CF e2

q [4(1 − x)+ 2(1 + x) ln(x)

+ 2pqq(−x)S2(x)
]
, (34)

P(1,1)
gq = CF e2

q

[
−(3 ln(1 − x)+ ln2 (1 − x))pgq(x)

+
(

2 + 7
2
x
)

ln(x) −
(

1 − x
2

)
ln2 (x)

− 2x ln(1 − x) − 7
2
x − 5

2

]
, (35)

P(1,1)
γ q = P(1,1)

gq , (36)

where we appreciate that singlet contributions vanish at this
order, as anticipated in Sect. 2. The function S2(x) is given
by

S2(x) =
∫ 1

1+x

x
1+x

dz
z

ln
(

1 − z
z

)
= Li2

(
− 1
x

)
− Li2 (−x)

+ ln2
(

x
1 + x

)
− ln2

(
1

1 + x

)
. (37)

Finally, we establish the consistency of our results by check-
ing the corresponding fermionic and momentum sum rules
for each distribution. Explicitly, the O(α αS) contributions
to the evolution kernels fulfill:
∫ 1

0
dx

(
PV (1,1)
qq − PV (1,1)

qq̄

)
= 0, (38)

∫ 1

0
dxx

(
2 nu P(1,1)

ug + 2 nd P
(1,1)
dg + P(1,1)

γ g

+ P(1,1)
gg

)
= 0, (39)

∫ 1

0
dxx

(
2 nu P(1,1)

uγ + 2 nd P
(1,1)
dγ + P(1,1)

gγ

+ P(1,1)
γ γ

)
= 0, (40)

∫ 1

0
dxx

(
PV (1,1)
qq + PV (1,1)

qq̄ + P(1,1)
gq

+ P(1,1)
γ q

)
= 0. (41)

4 Conclusions

In this article, we discussed the computation of the NLO
mixed QCD–QED corrections to the Altarelli–Parisi evolu-
tion kernels. In order to reach that accuracy, we analyzed
the colour structure of each diagram contributing to these
corrections and evaluated their modification after a gluon is
transformed into a photon. Then we computed the explicit
expressions for the evolution kernels by carefully consider-
ing the Abelian limit of the results available in the literature
for pure QCD processes. In particular, relying on Refs. [21–
23] we obtained the corresponding results up to O(α αS).

The computation of higher-order mixed QCD–QED con-
tributions to physical observables plays a crucial role in the
full program of precision computations for hadron collid-
ers. In this direction, the results provided here are useful to
improve the accuracy of the PDFs sets used to perform the
theoretical predictions required by nowadays (and future)
experiments.
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ing the corresponding fermionic and momentum sum rules
for each distribution. Explicitly, the O(α αS) contributions
to the evolution kernels fulfill:
∫ 1

0
dx

(
PV (1,1)
qq − PV (1,1)

qq̄

)
= 0, (38)

∫ 1

0
dxx

(
2 nu P(1,1)

ug + 2 nd P
(1,1)
dg + P(1,1)

γ g

+ P(1,1)
gg

)
= 0, (39)

∫ 1

0
dxx

(
2 nu P(1,1)

uγ + 2 nd P
(1,1)
dγ + P(1,1)

gγ

+ P(1,1)
γ γ

)
= 0, (40)

∫ 1

0
dxx

(
PV (1,1)
qq + PV (1,1)

qq̄ + P(1,1)
gq

+ P(1,1)
γ q

)
= 0. (41)

4 Conclusions

In this article, we discussed the computation of the NLO
mixed QCD–QED corrections to the Altarelli–Parisi evolu-
tion kernels. In order to reach that accuracy, we analyzed
the colour structure of each diagram contributing to these
corrections and evaluated their modification after a gluon is
transformed into a photon. Then we computed the explicit
expressions for the evolution kernels by carefully consider-
ing the Abelian limit of the results available in the literature
for pure QCD processes. In particular, relying on Refs. [21–
23] we obtained the corresponding results up to O(α αS).

The computation of higher-order mixed QCD–QED con-
tributions to physical observables plays a crucial role in the
full program of precision computations for hadron collid-
ers. In this direction, the results provided here are useful to
improve the accuracy of the PDFs sets used to perform the
theoretical predictions required by nowadays (and future)
experiments.
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needed for a complete subtraction in partonic calculations
of initial state collinear singularities at O(ααs)

not sufficient for a consistent PDF evolution at the same order



Available simulation tools
● analytic resummation of log(ptV/MV) with NNLL accuracy:     ResBos arXiv:hep-ph/9704258                
                                  with NNLO-QCD + NNLL accuracy     DYRes  arXiv:1507.06937     

● QED FSR multiple photon description:                                  Photos       Comput.Phys.Commun. 79 (1994) 291-308 

                                                                                             HORACE 1.0 hep-ph/0303102, hep-ph/0502218

                                                                                             PYTHIA QED arXiv:0710.3820

● NLO-EW corrections :                                                         WZGRAD hep-ph/9807417, hep-ph/0108274

                                                                                             RADY hep-ph/0109062, arXiv:0911.2322

                                                                                             SANC  arXiv:hep-ph/0506110 , arXiv:0711.0625

● event generator with NLO-EW + QED-PS:                            HORACE 3.1 hep-ph/0609170, arXiv:0710.1722

● event generator with NLO-QCD + QCD-PS:                        POWHEG arXiv:0805.4802

                                                                                             MC@NLO arXiv:hep-ph/0204244  

● event generator with NLO-(QCD+EW) + (QCD+QED)-PS:   POWHEG arXiv:1201.4804,
                                                                                                                                                                      arXiv:1202.0465, arXiv:1302.4606

● event generator with NNLO-QCD + QCD-PS accuracy:        DYNNLOPS arXiv:1407.2940

                                                                                              SHERPA@NNLO with UN²LOPS
                                                                                                 arXiv:1405.3607
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Final State QED radiation from leptons 
(  logarithmic enhancement ~ log(ŝ/m²)   )
strongly distorts the lepton distributions

if one final state photon shifts the fitted value of MW 
by more than 100 MeV,
the effect of additional radiation is of (-10%) 
    of the first contribution, still very large
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Figure 7: Relative effect on the transverse mass distribution, in Born units, of higher-order QED
final state-like and full QED parton shower corrections.

scheme Born O(α) δ (%)

α(0) 4244.68 ± 0.09 4360.5 ± 0.6 +2.73

Gµ 4536.03 ± 0.07 4411.0 ± 0.2 -2.76

Table 6: Born and O(α) hadron-level cross sections (pb)and effect of the O(α) corrections, ex-
pressed in units of the corresponding Born cross section, in the α(0) and in the Gµ schemes.

the α(0) input scheme. In table 6, we compare the cross sections obtained in the two input

schemes, in Born and in O(α) approximations and the corresponding relative corrections.

The difference between the cross sections in the two schemes is reduced when going from

the Born to the O(α) approximation and amounts to about 6% (Born) and 1% (O(α)),

respectively. The relative correction in the two schemes is of the same order (≈ 3%) but of

opposite sign. This can be understood taking into account that, as previously discussed,

in the Gµ scheme, at a variance with the α(0) scheme, universal virtual corrections are

absorbed in the lowest-order cross section. It is worth noticing that the O(α) corrected

transverse mass distribution differs in the two input schemes as shown in figure 8, where

we plot the relative corrections in the two schemes in units of the corresponding Born

distributions and their difference.

Another source of uncertainty, which is not of purely EW origin, is the choice in the

parton densities of the factorization scale M . In order to study this dependence, we set

M = ξmW and consider the canonical range 1/2 ≤ ξ ≤ 2. We define the two following

relative corrections:

δ(M) ≡
σα(M)

σ0(M)
− 1, ∆(M) ≡

σα(M) − σ0(M)

σ0(mW )
(5.3)

In figure 9 we plot, for the transverse mass distribution, δ(0.5mW ) and δ(2mW ). The

difference between the two curves can be interpreted as mainly due to the dependence of

the O(α) cross section on the choice of the QED factorization scale. We observe a variation

at the per mille level of the transverse mass distribution, as already remarked in ref. [13].

In figure 10 we plot, for the transverse mass distribution, ∆(0.5mW ) and ∆(2mW ).
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Multiple initial State QCD radiation completely reshuffles
the lepton momenta
yielding the first realistic description of the 
lepton transverse momentum distribution

The lepton transverse momentum has two main “components”:
   the decay of the gauge boson at rest
   the recoil of the gauge boson against QCD radiation
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Relevance of multiple parton (gluons/quarks/photons) emissions



Report on precision calculations for DY     Alioli et al, arXiv:1606.02330

● modern MC event generators are complex tools, 
   their results out-of-the-box should be checked before starting any analysis
   →  first goal of the report:  provide a set of benchmark results computed by the authors of the codes

● the relevance of different available higher-order corrections can be appreciated only in a
   systematic classification framework, with a common unit that allows a sensible comparison
   →  second goal of the report: higher-order corrections expressed as percentage corrections
                                                using (N)NLO results as unit

● combination of (fixed- and all-orders) QCD and EW corrections
  →  third goal of the report: discussion of some available analytical and MC results

● the residual theoretical uncertainty is a complex topic, observable dependent;
    the report does not make an assessment of the uncertainty
    but provides some examples useful to spot the dominant sources of ambiguity
  

Alessandro Vicini - University of Milano                                                                                                                                                                       Zürich, August 22nd 2016                                                                                                   



Combination of QCD and EW corrections: POWHEG results

● LO  vs  LO+PHOTOS   shows the bulk of FSR-QED effect,    the LO shape is preserved
 
● POWHEG(QCD)+PYTHIA(QCD) shows the huge impact of QCD corrections on the lepton pt
                                                                       mild                                                     W  MT

● POWHEG(QCD)+PYTHIA(QCD)+PHOTOS  shows the impact of  i)  QED-FSR
                                                                                                       ii) mixed QCDxQED terms
                                                                                  on top of the pure QCD description

● POWHEG(QCD,EW)+PYTHIA(QCD)+PHOTOS  adds subdominant QED/EW terms
                                                                              absent in PHOTOS

Alessandro Vicini - University of Milano                                                                                                                                                                       Zürich, August 22nd 2016                                                                                                   

POWHEG-V2 POWHEG-V2
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Combination of QCD and EW corrections: POWHEG results

the difference between
red and blue
is due to mixed
QCDxQED terms

Do QCD corrections preserve the QED effects ?

Crucial role played by the algorithm that matches fixed-order results and Parton Shower
    in presence of two competing interactions

→ see talk by Homero Martinez on Thursday (MC session)

What is the impact of the full set of NLO-EW corrections?
   POWHEG(QCD,EW) +PYTHIA(QCD) + PHOTOS
      vs
   POWHEG(QCD) + PYTHIA(QCD) + PHOTOS

(these effects are already taken into account in the Tevatron and LHC analyses)
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Figure 1: Relative e↵ect due to lepton pair corrections on theW transverse mass distribution, forW ! µ⌫
(left plot) and W ! e⌫ (right plot) decays at the Tevatron (

p
s = 1.96 TeV). The plot shows the relative

di↵erence between the Horace-3.1 predictions for multiple FSR with and without pair emission.

radiated particles, i.e. by electron pair emission, which is a direct consequence of Eq. (4). Around285

the Jacobian peak, the pair correction amounts to about 0.1÷ 0.2% for both the decay channels286

and modifies the shape of the transverse mass distribution, similarly to the e↵ect introduced by287

photon emission [17, 19,23,66].288

3.3 Powhegwith QCD and EW corrections289

The implementation of the CC DY process in Powheg is documented in [69], at NLO QCD290

accuracy. The extension to include both NLO QCD and NLO EW corrections for this process291

in Powheg is documented in [52] [53] [ [70] ?]. In this implementation, the overall cross section292

has NLO QCD � EW accuracy, and the real radiation can be of QCD as well as QED origin.293

According to the Powhegmethod, the cross section for a given process is written as:294

d� =
X

fb

B̄fb(�n) d�n

(
�fb(�n, p

min
T )

+
X

↵r2{↵r|fb}

⇥
d�rad ✓(kT � pmin

T )�fb(�n, kT )R(�n+1

)
⇤
¯�↵r
n =�n

↵r

Bfb(�n)

)
(5)

The function B̄fb gives the (QCD�EW) NLO inclusive cross section, and the term between295

curly brackets controls the hardest emission (for more details on the notation, see [67]). The296

inclusion of NLO EW corrections, with respect to the version including only QCD corrections,297

amounts to a modification of B̄fb in order to include the virtual and real QED contributions, and298

the addition of subtraction couterterms and collinear remnants corresponding to the new singular299

regions, i.e. the ones associated with the emission of a soft/collinear photon by a hard scattering300

quark or a soft photon by the final state lepton. It is worth reminding that in [52] [53] the final301

state leptons have been treated with full mass dependence, in order to deal in a proper way with all302
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● POWHEG NLO-(QCD+EW) 
   ·it has NLO-(QCD+EW) accuracy on the total cross section
   ·it describes with exact matrix elements the hardest parton (gluon, quark, photon) emission
   ·it includes to all orders QCD and QED effects via Parton Shower

One remark on POWHEG

the virtual QCD and EW corrections
      are included in the Bbar function,  factored in front of the curly bracket
      contribute to the correct normalisation of the distributions independent of the number of
             additional partons
      have a minor role when we consider the shape of the distributions

this structure differs with respect to fixed-order calculations
      where virtual corrections modify the contribution only of the lowest multiplicity cross section 
        (no additional partons) 
      and in turn the shape of the distributions



DYRes  (NNLO-QCD + NNLL) with leptonic decays

Figure 8: Effect of qT resummation on the transverse mass (mT ) distribution for pp → W− → l−ν̄l
production at the LHC. Comparison of results of the fixed-order calculation at LO (cyan dotted),
NLO (green solid) and NNLO (black dot-dashed) with the resummed calculation at NLL+NLO
(red dashed) and NNLL+NNLO (blue solid) accuracy. The lower panels show the ratio between
the various results (excluding the LO result) and the NNLL+NNLO result.

cut, pWT < 30 GeV, on the transverse momentum pWT of the W boson (lepton pair). The results of
our calculation of the mT distribution and of the lepton momentum distributions are presented in
Fig. 8 and 9, respectively. The reference scale choice of the calculation is µF = µF = Q = mW/2.
In both figures we present the results of the fixed-order calculation at LO (cyan dotted), NLO
(green solid) and NNLO (black dot-dashed) accuracy and we compare them with the results of the
qT resummed calculation at NLL+NLO (red dashed) and NNLL+NNLO (blue solid) accuracy.
The lower panels show the ratio between the various results and the NNLL+NNLO result (the
ratio LO/(NNLL+NNLO) is not reported in the lower panels).

The mT distribution in the range mT < 90 GeV is presented in Fig. 8. We can consider two
regions: the large-mT region, aroundmT ∼ mW (we recall that we usemW = 80.385 GeV), and the
small-mT region. In the large-mT region, mT ∼> 70 GeV, we see that the perturbative prediction is
extremely stable against radiative corrections, and the stability is present both in going from NLO

24

(a) (b)

Figure 9: Effect of qT resummation for pp → W− → l−ν̄l production at the LHC: (a) lepton pT
distribution and (b) missing pT distribution. The fixed-order and resummed results are denoted as
in Fig. 8.

to NNLO accuracy and with inclusion of resummation. This is a consequence of the well known
fact that the transverse mass is weakly sensitive to the transverse momentum of the W boson.
Formally, the mT distribution has no logarithmic corrections of the type ln(|mT −mW |/mW ), and
our qT resummed calculation does not spoil the stability of the fixed-order expansion. On the
contrary, in the small-mT region, we observe that the fixed-order predictions become unreliable.
The LO distribution is large at mT = 60 GeV, and both the NLO and NNLO distributions
become negative at mT ∼ 60 GeV. This (mis-)behaviour is due to the fact that the constraints
plT > 30 GeV and pνT > 30 GeV produce an unphysical boundary (and a stepwise behaviour) of
the mT distribution at mT = mT step = 60 GeV in the LO calculation. The boundary is due to
the LO kinematics p l

T + pν
T = qT = 0, and it disappears at higher orders since qT ̸= 0. The LO

boundary induces (integrable) logarithmic singularities of the type ln(1 − mT step/mT )2 at NLO
and beyond [97]. These logarithmic terms are resummed to all order by qT resummation, and the
singularities are absent in the resummed prediction [97], which is well behaved at the LO boundary
mT = mT step. We also note that the differences between the NLL+NLO and NNLL+NNLO results
are small at mT ∼ 60 GeV.

In Figs. 9 (a) and (b) we present the plT and pνT distributions, respectively. In the limit in
which the W boson is produced on shell, these distributions have an LO kinematical boundary at
mW/2. The finite width of the W boson (partially) smears this effect: at LO both the plT and pνT
distributions are strongly peaked at mW/2 (Jacobian peak) and quickly drop for pT ∼>mW/2. The
almost stepwise behaviour of the LO distribution produces large radiative corrections at NLO and
beyond (in the limit in which the W boson is produced on shell, these large corrections would
be integrable logarithmic singularities at each perturbative order [97]). The NLO and NNLO
distributions indeed display an unphysical peak at pT ∼ 42 GeV, which is an artifact of such
large corrections (singularities in the on-shell limit). The resummed predictions at NLL+NLO

25

(a) (b)

Figure 5: Vector boson production at the LHC with lepton selection cuts. The NLL+NLO (red)
and NNLL+NNLO (blue) normalized qT spectra for Z/γ∗ production are compared with the CMS
data of Ref. [91] (left panel) and the ATLAS data of Ref. [92] (right panel). The scale variation
bands are obtained as described in the text. The inset plot shows the ratio of the data and of the
scale dependent NNLL+NNLO result with respect to the NNLL+NNLO result at central values of
the scales.

see that our NNLL+NNLO calculation describes the W production data within the perturbative
uncertainties. The NNLL+NNLO perturbative uncertainty is about ±8% at the peak, it decreases
to about ±4% at qT ∼ 15 GeV, and it increases again to about ±15% at qT = 50 GeV.

In Sect. 3.1 and in the first part of this Section, we have examined vector boson qT distributions
(without and with the application of acceptance cuts) and we have computed and studied the
effects that are produced by the all-order resummation of large logarithmically-enhanced terms
at small values of qT . Our related calculations are performed at complete NNLL+NNLO (and
NLL+NLO) accuracy. In the following part of this Section, we consider other observables that
are related to the qT distributions but in which fixed values of qT are not directly measured.
These observables are inclusive over qT within certain qT ranges. Since the bulk of the vector
boson cross section is produced at small values of qT , if the observable (indirectly) probes the
detailed shape of the production cross section in the small-qT region, the observable itself can
be very sensitive to high-order radiative corrections and to the qT resummation effects that we
can explicitly compute. This reasoning illustrates and justifies the physical (and quantitative)
relevance of qT resummation for other qT -related observables. In the second part of this Section
we study the quantitative impact of qT resummation on some observables.

At the formal level, our study of other observables implies that we are resumming high-order
logarithmic corrections (in case they are present) that appear in the computation of those ob-
servables. Strictly speaking, this resummation has to be performed on an observable-dependent
basis (see, e.g., Ref. [95]). Therefore, our observable-independent treatment (based on transverse-

20

● NNLO accuracy on the total xsec matched with
    NNLL accuracy in the description of the low ptZ region

● good description of ptZ data in pure pQCD
    within the theory uncertainty bands
    no urgent need of a non-perturbative component

● remarkable stability of the MT distribution at the jacob. peak
   when including higher order corrections

● the lepton pt distribution is distorted at few % level
   when comparing   NLL+NLO   w.r.t. NNLL+NNLO

S. Catani, D. de Florian, G. Ferrera, M. Grazzini, arXiv:1507.06937
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results are almost indistinguishable, as expected. We also observe that we agree with data
within the errors for central rapidities. At high rapidity, however, there seems to be a
tension between data and our results. This discrepancy between data and pure NNLO
was already observed in the original ATLAS paper, although the NNLO results shown in
ref. [46] have a slightly larger uncertainty band since they also contain PDF uncertainties.
We note that, at the moment, the dominant error is coming from data. We therefore expect
the agreement to improve, as more data become available, although systematic errors are
non-negligible [46].

In Fig. 10 we now show the same comparison for the Z boson transverse momentum

Figure 10. Comparison to data from ref. [47] for the Z boson transverse distribution at 7 TeV LHC.
Normalised data compared to NNLOPS showered with Pythia8 (left plot, red) and Pythia6 (right
plot, blue). Uncertainty bands for the theoretical predictions are obtained by first normalising all
scale choices, as described in Sec. 3.1 and then taking the associated envelope of these normalised
distributions.
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Figure 11. As in previous figure, but with more luminosity, thinner binnings, and up to larger
values of pT,Z. Data are now from taken from ref. [49].
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• Matching of NNLO-QCD matrix elements with QCD-PS
        DYNNLOPS                                   A.Karlberg, E.Re, G.Zanderighi, arXiv:1407.2940 
        UN²LOPS+NNLO                          S.Hoeche, Y.Li, S.Prestel, arXiv:1405.3607

DYNNLOPS
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Figure 6. Comparison of NNLOPS prediction and NNLO+NNLL resummation for pT,Z at the
7TeV LHC. The NNLOPS prediction is shown at parton level with parton showering performed with
Pythia8 (left, red) and Pythia6 (right, blue). The resummed result is shown in green in both
panels. The lower panels show the ratio to the NNLO+NNLL resummation.

in the NNLO+NNLL result. In the case of Higgs production, instead, uncertainty bands

are wider, hence the predictions are more compatible. Changing the β parameter might

improve this agreement, although we recall that the NNLOPS prediction does not have NNLL

accuracy in this region. By comparing the two NNLOPS results shown in the two panels of

figure 6, we also observe that the spectra obtained with Pythia8 are typically ∼ 5 % harder

than those with Pythia6, a feature that was already noticeable in figure 4, and which will

be present also in other distributions where NNLOPS results are “only” NLO accurate. Few

percent differences between different NLO+PS results in these kinematic regions can be due

to subleading effects, such as differences in details of the two parton-shower algorithms, as

well as the use of different tunes. A comprehensive assessment of these issues goes beyond

the purpose of this work, and is therefore left for future work.

Another interesting observable to consider is the φ∗ distribution which is a measure of

angular correlations in Drell-Yan lepton pairs [45]. This observable is defined as [43]

φ∗ = tan

(
π −∆φ

2

)
sin θ∗ , (3.3)

where ∆φ is the azimuthal angle between the two leptons and θ∗ is the scattering angle

of the electron with respect to the beam, as computed in the boosted frame where the Z

boson is at rest. We note that ATLAS uses a slightly different definition of the angle θ∗,

and defines it as

cos θ∗ = tanh

(
yl− − yl+

2

)
. (3.4)

Since we will compare to ATLAS data in section 4.2, we will use the latter definition

throughout this work. In figure 7 we compare our NNLOPS simulation with the NLO+NNLL

resummation of ref. [43].7 From the definition of φ∗, it is clear that large values of φ∗

7We thank Andrea Banfi and Lee Tomlinson for providing us with their resummed results.
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• Improvement of Wj (Zj) samples, done with the MiNLO approach and a modified Sudakov form factor
• The distribution has NLO accuracy through the whole ptV range  
• The NNLO accuracy on the inclusive observables is based on the rescaling with DYNNLO results
• The uncertainty bands have been obtained varying with a combination of ren./fact. scale variations
   of the Wj/Zj MiNLO generator and of the DYNNLO simulation
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FIG. 2. Transverse momentum and rapidity spectrum of the electron. The gray solid (blue hatched) band shows scale
uncertainties obtained by varying µR/F (µQ) in the range mll/2  µ  2mll.
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FIG. 3. UN2LOPS prediction for the transverse momentum spectrum of the Drell-Yan lepton pair in comparison to ATLAS
data from [39] (left) and CMS data from [38] (right). The gray solid (blue hatched) band shows scale uncertainties obtained
by varying µR/F (µQ) in the range mll/2  µ  2mll.

V. OUTLOOK

We have presented a simple method for matching NNLO calculations in perturbative QCD to existing parton
showers, based on the UNLOPS technique. In contrast to the original implementation of UNLOPS, the event generation
algorithm does not lead to large cancellations, and convergence of the Monte Carlo integration is much improved.
Remaining uncertainties of the method are related to the treatment of finite remainders of the virtual corrections after
UV renormalization and IR subtraction, and to the treatment of exceptional configurations in the hard remainder of
double real corrections. Our method can be applied to arbitrary processes, and it can be systematically improved by
using parton showers with higher logarithmic accuracy, which is currently an area of active research. The combination

• Matching of NNLO-QCD matrix elements with QCD-PS
        DYNNLOPS                                   A.Karlberg, E.Re, G.Zanderighi, arXiv:1407.2940 
        UN²LOPS+NNLO                          S.Hoeche, Y.Li, S.Prestel, arXiv:1405.3607

• The UNLOPS scheme merges 0-jet and 1-jet samples (it requires a merging scale), 
   it preserves the accuracy on the total xsec with the definition of a 0-jet bin which is not showered
• The UN²LOPS scheme extends the approach at O(alphas²)

• Important differences in the definition of the uncertainty bands between DYNNLOPS and UN²LOPS

UN²LOPS + NNLO
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Benchmark results: differential distributions, NNLO+PS QCD
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Comparison of two different NNLO+PS matching schemes (DYNNLOPS and SHERPA UN²LOPS)
The impact of higher-order corrections is expressed in units NNLO-QCD.
Different definitions of the uncertainty bands (DYNNLOPS uses 21 scale combinations, 
                                                                    SHERPA separate muR, muF  and Q variations)
The two matchings differ only by several  percent (improvement w.r.t. NLO+PS) for ptV,
      but the uncertainty bands are not yet negligible.
We need a systematic study of the matching uncertainties on ptZ, 
      analogous to the one for the Higgs ptH of   Bagnaschi, Harlander, Mantler, AV, Wiesemann, arXiv:1510.08850
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Impact of EW corrections on the MW determination

Templates accuracy: LO MW shifts (MeV)
W+ ! µ+⌫ W+ ! e+⌫

Pseudodata accuracy MT p`T MT p`T

1 Horace only FSR-LL at O(↵) -94±1 -104±1 -204±1 -230±2
2 HoraceFSR-LL -89±1 -97±1 -179±1 -195±1
3 HoraceNLO-EW with QED shower -90±1 -94±1 -177±1 -190±2
4 HoraceFSR-LL + Pairs -94±1 -102±1 -182±2 -199±1
5 PhotosFSR-LL -92±1 -100±2 -182±1 -199±2

Table 2: W mass shifts (in MeV) due to di↵erent QED/EW contributions and lepton-pair radiation, for
muons and bare electrons at 14 TeV LHC. The shift uncertainty comes from the statistics of the MC
samples and is estimated from the rule ��2 ⌘ �2��2

min = 1. The templates are computed at LO without
any shower correction, the pseudodata with the accuracy and the QED e↵ects as indicated in the table.

at the LHC. All the numbers in table 2 are computed using the same templates with LO accuracy611

without any QCD correction, neither fixed-order nor from Parton Shower.612

In general, one can see that for the two most important observables, i.e. MT and p`T , the shifts613

are of similar size, of the order of 100 MeV for muons and 200 MeV for bare electrons. This is614

just a direct consequence of the fact that the EW corrections, dominated by QED FSR, give to615

MT and p`T a very similar relative e↵ect, when normalized to LO predictions for the production616

model, as it will be discussed in Section 6.617

Notice that these di↵erences, obtained for LHC energies, are valid to a large extent for the618

Tevatron as well. Actually, the QED and lepton-pair corrections to the determination of the W619

mass are in practice independent of the nominal c.m. energy. This because these theoretical620

contributions are driven by logarithmic terms of the form L = ln(ŝ/m2
`), where m` is the mass of621

the radiating particle. Independently of the accelerator energy, the resonance condition ŝ ' M2
W622

always holds, the mass of the W boson being extracted from the shape of distributions around623

their Jacobian peaks.624

Comparing the di↵erent lines of table 2, it can be noticed that:625

• 1 vs. 2: the contribution due to multiple photon emission, dominated by O(�2) terms626

(ABBIAMO MAI DEFINITO �? forse vale la pena richiamare la definizione) coming from627

two-photon radiation, amounts to some MeV for muons and to about 20 - 30 MeV for bare628

electrons, because of the very di↵erent impact of lepton-mass dependent collinear logarithms.629

This is in agreement with previous studies at Tevatron energies, where the contribution of630

multiple FSR is taken into account using Photos .631

• 2 vs. 3: the contribution of non-logarithmic NLO EW corrections is a small e↵ect, at a few632

MeV level, for both muons and electrons, and independently of the considered observable.633

This result emphasizes the dominant rôle played by QED FSR at LL level within the full634

set of NLO EW corrections.635

• 2 vs. 4: the O(↵2) contribution due to lepton-pair radiation is of about 5 MeV for muons636

and 3 MeV for electrons, when considering the W mass shifts from fits to the transverse mass637

distribution. It is a not negligible e↵ect given the present accuracy of the measurement at638

17

estimate of shifts based on a template fit approach   (see H. Martinez talk for details)

·the first final state photon dominates the correction on MW

·multiple photon radiation has still a sizeable O(-10%) effect

·subleading QED and weak effects are negligible, O(1-2 MeV)

·additional pair production is not negligible, with a shift ranging from 3 to 5 MeV

·the agreement between PHOTOS and HORACE QED-PS is acceptable, 
   given the subleading differences of the two implementations

Carloni Calame, Chiesa, Martinez, Montagna, Nicrosini, Piccinini, AV, in preparation
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Is the impact of EW corrections preserved in a QCD environment ? 

Templates accuracy: LO MW shifts (MeV)
W+ ! µ+⌫ W+ ! e+⌫

Pseudodata accuracy MT p`T MT p`T

1 Horace only FSR-LL at O(↵) -94±1 -104±1 -204±1 -230±2
2 HoraceFSR-LL -89±1 -97±1 -179±1 -195±1
3 HoraceNLO-EW with QED shower -90±1 -94±1 -177±1 -190±2
4 HoraceFSR-LL + Pairs -94±1 -102±1 -182±2 -199±1
5 PhotosFSR-LL -92±1 -100±2 -182±1 -199±2

Table 2: W mass shifts (in MeV) due to di↵erent QED/EW contributions and lepton-pair radiation, for
muons and bare electrons at 14 TeV LHC. The shift uncertainty comes from the statistics of the MC
samples and is estimated from the rule ��2 ⌘ �2��2

min = 1. The templates are computed at LO without
any shower correction, the pseudodata with the accuracy and the QED e↵ects as indicated in the table.

at the LHC. All the numbers in table 2 are computed using the same templates with LO accuracy611

without any QCD correction, neither fixed-order nor from Parton Shower.612

In general, one can see that for the two most important observables, i.e. MT and p`T , the shifts613

are of similar size, of the order of 100 MeV for muons and 200 MeV for bare electrons. This is614

just a direct consequence of the fact that the EW corrections, dominated by QED FSR, give to615

MT and p`T a very similar relative e↵ect, when normalized to LO predictions for the production616

model, as it will be discussed in Section 6.617

Notice that these di↵erences, obtained for LHC energies, are valid to a large extent for the618

Tevatron as well. Actually, the QED and lepton-pair corrections to the determination of the W619

mass are in practice independent of the nominal c.m. energy. This because these theoretical620

contributions are driven by logarithmic terms of the form L = ln(ŝ/m2
`), where m` is the mass of621

the radiating particle. Independently of the accelerator energy, the resonance condition ŝ ' M2
W622

always holds, the mass of the W boson being extracted from the shape of distributions around623

their Jacobian peaks.624

Comparing the di↵erent lines of table 2, it can be noticed that:625

• 1 vs. 2: the contribution due to multiple photon emission, dominated by O(�2) terms626

(ABBIAMO MAI DEFINITO �? forse vale la pena richiamare la definizione) coming from627

two-photon radiation, amounts to some MeV for muons and to about 20 - 30 MeV for bare628

electrons, because of the very di↵erent impact of lepton-mass dependent collinear logarithms.629

This is in agreement with previous studies at Tevatron energies, where the contribution of630

multiple FSR is taken into account using Photos .631

• 2 vs. 3: the contribution of non-logarithmic NLO EW corrections is a small e↵ect, at a few632

MeV level, for both muons and electrons, and independently of the considered observable.633

This result emphasizes the dominant rôle played by QED FSR at LL level within the full634

set of NLO EW corrections.635

• 2 vs. 4: the O(↵2) contribution due to lepton-pair radiation is of about 5 MeV for muons636

and 3 MeV for electrons, when considering the W mass shifts from fits to the transverse mass637

distribution. It is a not negligible e↵ect given the present accuracy of the measurement at638

17

• 5 vs. 6: the shifts induced by mixed O(↵↵s) corrections are independent of the QED radia-728

tion model. In fact the shifts 5 and 6 agree at the level of 1 MeV, within the statistical error,729

both for MT and pT in the case of muons and dressed electrons. This can be understood by730

the fact that the hardest QED final state photon is described, in both approaches, with NLO731

matrix element accuracy and the QED LL shower simulates only higher-order e↵ects. As a732

consequence, the di↵erences stemming from di↵erent QED simulations between Pythia and733

Photos start from O(↵2) and are below the 1 MeV target uncertainty.734

The assessment of the uncertainty for the Tevatron as explained in the second item above, is,735

in our opinion, one of the most important and original aspects of our study.736

5.4.2 Results for the LHC737

The results of the same analysis addressed in Section 5.4.1 for the Tevatron are given in Table 5738

under LHC conditions. Similar remarks on the comparison between Pythia and Photos, as well739

as on mixed QCD-EW corrections, apply in this case.740

Templates: NLO-QCD+QCDPS MW shifts (MeV)
W+ ! µ+⌫ W+ ! e+⌫(dres)

Pseudodata accuracy QED FSR MT p`T MT p`T

1 NLO-QCD+(QCD+QED)PS Pythia -95.2 ± 0.6 -400 ± 3 -38.0 ± 0.6 -149 ± 2
2 NLO-QCD+(QCD+QED)PS Photos -88.0 ± 0.6 -368 ± 2 -38.4 ± 0.6 -150 ± 3
3 NLO-(QCD+EW)+(QCD+QED)PS Pythia -101.8 ± 0.4 -423 ± 2 -45.0 ± 0.6 -179 ± 2
4 NLO-(QCD+EW)+(QCD+QED)PS Photos -94.2 ± 0.6 -392 ± 2 -45.2 ± 0.6 -181 ± 2
5 NLO-(QCD+EW)+(QCD+QED)PS(two-rad) Pythia -89.0 ± 0.6 -371 ± 3 -38.8 ± 0.6 -157 ± 3
6 NLO-(QCD+EW)+(QCD+QED)PS(two-rad) Photos -88.6 ± 0.6 -370 ± 3 -39.2 ± 0.6 -159 ± 2

Table 5: W mass shifts (in MeV) due to multiple QED FSR and mixed QCD-EW corrections, in terms
of the two QED FSR models implemented in Pythia and Photos , when using Powhegwith NLO
QCD corrections as production model (first two lines) and Powhegwith NLO QCD+EW corrections
according to version V2 (third and fourth lines) and improved version described in Sect. 3 (fifth and sixth
lines), for muons and dressed electrons at the LHC. The shift uncertainty comes from the statistics of
the MC samples and is estimated from the rule ��2 ⌘ �2��2

min = 1. The templates are computed using
Powhegwith NLO QCD corrections with QCD shower implemented in Pythia and no QED corrections.
The statistical uncertainty is smaller than in other tables since we use larger MC samples with 4⇥108

events.

741

However, further considerations can be drawn by comparing the results of Table 5, where742

QCD corrections in the production model are taken into account, with those in Table 2, which743

correspond to LHC simulations at LO accuracy in QCD, but using the same set of EW input744

parameters and acceptance cuts. In particular, this comparison is meaningful for the W mass745

shifts obtained with Photos for the modeling of QED FSR in Table 5. One can notice that:746

• By comparing the results in the last line of table 2 with those in the second line of table 5, the747

shifts are largely independent of the presence of QCD corrections in the production model748

21

Lepton-pair transverse mass:  yes!

Lepton transverse momentum: no, the shift are sizeably amplified
                                                              (these effects are already taken into account in the Tevatron and LHC analyses)
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Effect of the NLO-EW matching on subleading QED contributions

• 5 vs. 6: the shifts induced by mixed O(↵↵s) corrections are independent of the QED radia-728

tion model. In fact the shifts 5 and 6 agree at the level of 1 MeV, within the statistical error,729

both for MT and pT in the case of muons and dressed electrons. This can be understood by730

the fact that the hardest QED final state photon is described, in both approaches, with NLO731

matrix element accuracy and the QED LL shower simulates only higher-order e↵ects. As a732

consequence, the di↵erences stemming from di↵erent QED simulations between Pythia and733

Photos start from O(↵2) and are below the 1 MeV target uncertainty.734

The assessment of the uncertainty for the Tevatron as explained in the second item above, is,735

in our opinion, one of the most important and original aspects of our study.736

5.4.2 Results for the LHC737

The results of the same analysis addressed in Section 5.4.1 for the Tevatron are given in Table 5738

under LHC conditions. Similar remarks on the comparison between Pythia and Photos, as well739

as on mixed QCD-EW corrections, apply in this case.740

Templates: NLO-QCD+QCDPS MW shifts (MeV)
W+ ! µ+⌫ W+ ! e+⌫(dres)

Pseudodata accuracy QED FSR MT p`T MT p`T

1 NLO-QCD+(QCD+QED)PS Pythia -95.2 ± 0.6 -400 ± 3 -38.0 ± 0.6 -149 ± 2
2 NLO-QCD+(QCD+QED)PS Photos -88.0 ± 0.6 -368 ± 2 -38.4 ± 0.6 -150 ± 3
3 NLO-(QCD+EW)+(QCD+QED)PS Pythia -101.8 ± 0.4 -423 ± 2 -45.0 ± 0.6 -179 ± 2
4 NLO-(QCD+EW)+(QCD+QED)PS Photos -94.2 ± 0.6 -392 ± 2 -45.2 ± 0.6 -181 ± 2
5 NLO-(QCD+EW)+(QCD+QED)PS(two-rad) Pythia -89.0 ± 0.6 -371 ± 3 -38.8 ± 0.6 -157 ± 3
6 NLO-(QCD+EW)+(QCD+QED)PS(two-rad) Photos -88.6 ± 0.6 -370 ± 3 -39.2 ± 0.6 -159 ± 2

Table 5: W mass shifts (in MeV) due to multiple QED FSR and mixed QCD-EW corrections, in terms
of the two QED FSR models implemented in Pythia and Photos , when using Powhegwith NLO
QCD corrections as production model (first two lines) and Powhegwith NLO QCD+EW corrections
according to version V2 (third and fourth lines) and improved version described in Sect. 3 (fifth and sixth
lines), for muons and dressed electrons at the LHC. The shift uncertainty comes from the statistics of
the MC samples and is estimated from the rule ��2 ⌘ �2��2

min = 1. The templates are computed using
Powhegwith NLO QCD corrections with QCD shower implemented in Pythia and no QED corrections.
The statistical uncertainty is smaller than in other tables since we use larger MC samples with 4⇥108

events.

741

However, further considerations can be drawn by comparing the results of Table 5, where742

QCD corrections in the production model are taken into account, with those in Table 2, which743

correspond to LHC simulations at LO accuracy in QCD, but using the same set of EW input744

parameters and acceptance cuts. In particular, this comparison is meaningful for the W mass745

shifts obtained with Photos for the modeling of QED FSR in Table 5. One can notice that:746

• By comparing the results in the last line of table 2 with those in the second line of table 5, the747

shifts are largely independent of the presence of QCD corrections in the production model748
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PHOTOS and PYTHIA-QED  Parton Showers share Leading-Logarithmic accuracy
                                                                    differ at subleading level in the collinear region

The matching with the exact O(α) matrix elements shifts the differences one order higher
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Estimate of EW uncertainties via input scheme variation

Templates accuracy: LO MW shifts (MeV)
W+ ! µ+⌫

Pseudodata accuracy Input scheme MT p`T

1 HoraceNLO-EW ↵0 -101±1 -117±2
2 Gµ � I -112±1 -130±1
3 Gµ � II -101±1 -117±1
4 HoraceNLO-EW+QED-PS ↵0 -70±1 -81±1
5 Gµ � I -72±2 -83±1
6 Gµ � II -72±1 -82±2

Table 3: W mass shifts (in MeV) induced by di↵erent input scheme choices, at NLO-EW (lines 1, 2
and 3) and NLO-EW+ QED-PS (lines 4, 5 and 6) accuracy. The templates have been computed at LO
without any shower correction. Results for muons at the Tevatron.

• Since both versions of the “natural” Gµ scheme are a priori acceptable in the absence of678

a complete NNLO EW calculation, it follows from the results shown in line 6 that there is679

an intrinsic input scheme arbitrariness that induces an uncertainty on the W mass between680

1 MeV and 2 MeV.681

In summary, the uncertainty due to missing NNLO EW corrections, as estimated through682

input scheme variation, is a quite small e↵ect in comparison to other sources discussed in the683

paper.684

5.4 Mixed QCD-EW corrections685

This Section is devoted to the assessment of the theoretical uncertainty induced by mixed QCD-686

EW corrections. This contribution is presently neglected in the theoretical error estimate by the687

Tevatron collaborations. Nonetheless, it can be assessed using the state of the art of theoretical688

tools like Powheg v2 with NLO QCD+EW corrections (and the improved version described in689

Sect. 3, as already remarked).690

5.4.1 Results for the Tevatron691

In Table 4 we present the shifts due to multiple QED FSR and mixed QCD-EW corrections, for W692

production at the Tevatron, using Powheg in di↵erent approximations, with and without NLO693

EW corrections, and QED FSR as implemented in Pythia and Photos . We can notice that:694

• 1 vs. 2: there is a not negligible di↵erence between the predictions of Pythia and Photos695

for the QED FSR contribution. These di↵erences amount to about 8 ± 1 MeV for the696

transverse mass and to about 26 ± 5 MeV for the lepton pT for muons and disappear for697

dressed electrons. The di↵erence in size for the two observables will be explained in Section698

6 and derives from the di↵erent modeling of QED radiation in the two programs. Notice699

that this di↵erence is robust, as we carefully checked that the parameters and theoretical700

ingredients used in our Pythia simulations are fully consistent with those of Photos (same701

value of the electromagnetic coupling constant given by ↵(0), no pair radiation and negligible702

e↵ect of QED ISR in Pythia).703

19

·different input schemes introduce different subsets of higher order corrections,
   beyond the formal accuracy of the calculation
    → the comparison probes the size of NNLO-EW corrections related to the LO couplings

·at fixed order NLO-EW α₀ and Gμ schemes differ by O(10 MeV):
   the virtual corrections affect only the 0-photons contribution to the distributions
   change of shape

·in the matched HORACE formulation the difference is reduced at the O(1 MeV) level (negligible)
  because the virtual corrections act in a prefactor common to all the events 
   (with different photon multiplicities) and do not affect the shape of the distributions

·how do these uncertainties behave when convoluted with QCD radiation?

·a full NNLO-EW calculation is not available  (only leading QED O(α²) contributions available)



Comments on the assessment of the theoretical uncertainty

● several higher-order effects which are available (i.e. implemented in at least one code) 
   have been classified in arXiv:1606.02330 
   they are not an uncertainty,
   they should be either added in the simulations or quoted in the theoretical systematic error
      e.g. at O(α²) additional lepton-pair production

● all the missing higher orders which are not available can only be guessed
   the estimate is observable dependent
       · for observables stable under the inclusion of radiative effects (rapidity, invariant/transverse mass)
             the QCD uncertainty can be studied e.g. with canonical scale variations
             the propagation to mixed QCDxEW corrections should be safely stable

       · for observables sensitive to radiative effects it is necessary to use matched calculations
            → the QCD uncertainty should account also for the matching uncertainty
            → careful extrapolation from purely EW estimates to QCDxEW estimates
                 e.g lepton-pair production effect on the lepton ptl distribution in presence of QCD 
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Comments on the QCD uncertainties

● The MW determination requires not only the fit of CC-DY observables
        but also, for calibration purposes, several ancillary measurements of NC-DY quantities like e.g.
       ·lepton-pair invariant mass (Mℓℓ) 
       ·transverse momentum (ptZ)
   These additional observables form a more constrained system, 
         with more information and possibly with reduced uncertainties

● A QCD uncertainty on MW is present 
       because our templates are computed at finite order in perturbation theory.

       It has to be estimated including all the CC and NC observables involved in the fit 

● The QCD scales (renormalisation, factorisation, resummation) have no physical meaning 
      (the exact result is independent of them) and can not be measured.

      A convenient choice of the QCD scales may optimise the χ² of the global fit
                                                                 can not remove the QCD uncertainty
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● The QCD uncertainty is due to a list of partially entangled factors:
     ·pQCD scales (renormalization, factorisation, resummation)
     ·matching uncertainty (POWHEG vs MC@NLO vs SHERPA; DYNNLOPS vs UN2LOPS)
     ·size of non-perturbative transverse momentum contributions, Parton Shower tune
     ·collinear PDF uncertainty (entering also in the Parton Shower tune)
     ·initial state heavy quarks treatment

● A variation of each of these parameters in the CC-DY observables alone 
    may lead to an overestimate of the uncertainty on MW

    → the inclusion of the NC DY “ancillary” calibration observables 
        is needed to perform a consistent estimate of the uncertainty

         we are fitting all these observables in the same model: 
             some choices have to be consistent
             (e.g. if we used a given PDF replica in NC-DY, we should use the same in CC-DY simulation)
             other choices are less constrained  (e.g. pQCD scales in CC-DY and NC-DY)

         the correlation (if any) of the observables reduces the uncertainty on the MW determination
             (ratios W/Z are one possible example of combination, not the most general one)

   → the inclusion of more DY observables (CC and NC)
         may help to further constrain the system:
         e.g. the role of a MW measurement from ptl at LHCb to reduce the PDF uncertainty   

Comments on the QCD uncertainties



● the exercise is robust under conservative assumptions for the LHCb main systematic uncertainties
   and guarantees a reduction by 30% of the PDF uncertainty estimated for ATLAS/CMS alone

● potential serious bottleneck for a measurement based on ptl:  ptW modeling in the LHCb acceptance
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and CT10 [24] PDF sets. For the sake of simplicity, we assume the same kinematic acceptance for
the ATLAS and CMS experiments, and henceforth refer to them generically as the General Purpose
Detector (GPD) experiments. The GPD acceptance is defined as; |⌘| < 2.5, p`T > 25 GeV, p⌫T > 25 GeV,
p

W
T < 15 GeV. 3 For LHCb, the kinematic acceptance is defined to be 2.0 < ⌘ < 4.5 and p
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T > 20 GeV.

The possibility of cut on p
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T and/or p

W
T is obviously excluded for LHCb. For simplicity, we assume a

GPD averaged measurement for each W charge, already averaged over electron and muon channels. In
the following, these are denoted G+ and G�. The two LHCb measurements with W ! µ⌫ are denoted
L+ and L�.

We follow the PDF4LHC recommendation [25] in estimating the PDF uncertainty. If we consider the
three sets (NNPDF3.0, MMHT2014, and CT10), then the full uncertainty envelope of the considered
sets is used. In our default evaluation, we only consider the two most recent sets (NNPDF3.0 and
MMHT2014), which already include constraints from LHC data, then the following uncertainties (in
MeV) are estimated:
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with a more detailed breakdown listed in Tab. 1. The corresponding uncertainties including the CT10
sets in the evaluation are listed in Tab. 2. In both tables, we also provide the largest di↵erence in central
values, denoted �
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Similar correlation coe�cients are found with the two other sets under consideration. There is a partic-
ularly large negative correlation of around �60% between the LHCb and GPD measurements with the
W

+, and a smaller anti-correlation of around �30% for the W�. This can be clearly seen in Fig. 1 which
shows the distribution of fitted mW values in the GPDs versus LHCb for the 100 NNPDF3.0 replicas.
For a single experiment, there are smaller correlations between the W

+ and W
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The resulting PDF uncertainty would be 10.5 MeV with the GPDs alone, and 7.7 MeV including LHCb.
Tab. 3 lists the PDF uncertainties, with and without including LHCb. The set of weights is also listed.
An average that includes L+ with around 20% of the weight, and with only a few percent for L�, would
have a PDF uncertainty that is reduced by more than 30%. Tab. 3 also lists the corresponding numbers
for scenarios in which:

3We assume that the GPD experiments will exploit the suggestion of Ref. [16], to require pWT < 15 GeV.
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● using the standard acceptance cuts 
   for ATLAS/CMS   (called G) and for LHCb  (called L) and both W charges
   we study the MW determination from the lepton pt distribution
   assuming that a LHCb measurement becomes available
 
   · PDF uncertainty on MW according to PDF4LHC (NNPDF3.0, MMHT2014)

   · correlation matrix ρ w.r.t. PDF variation of the replicas of the NNPDF3.0 set
       → non negligible anticorrelation
            consequence of the sum rules satisfied by the PDFs
            it appears because we probe different rapidity regions

   · the linear combination that minimizes the final uncertainty on MW 
      is given by the coefficients α

G.Bozzi, L.Citelli, M.Vesterinen, AV, arXiv:1508.06954

Impact of a LHCb MW measurement in the combination with ATLAS/CMS results
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Conclusions
● Continuous progress in DY studies: new analytical calculations (  O(ααs) corrections ) 
                                                        implementation of new codes (QCD, QCDxEW)

● The completion of the systematic comparison of DY simulation codes in arXiv:1606.02330

   · allows us to discuss  the size of purely QCD and purely EW higher-order corrections

   · allows us to discuss on a solid ground the combination of QCD and EW corrections
             once the individual QCD and EW components are under control (cfr. the POWHEG example)
   · the precise size of the mixed QCDxEW corrections depends on the formulation of the code,
             which can be understood also thanks to recent analytical progresses

● The estimate of the theoretical uncertainties on MW, due to yet unknown corrections, is underway
   · it requires a clear definition of the set of observables that are simultaneously studied
       to perform a consistent QCD analysis
   · purely EW uncertainties on MW are small (beware of additional soft lepton pairs)
   · progress in the estimate of subleading O(ααs)  (corrections and uncertainties)
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Benchmark results: differential distributions, EW inputs
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The impact of the O(α²) and higher corrections is expressed in units NLO-EW.
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Benchmark results: lepton-pair invariant mass, EW higher orders
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Benchmark results: lepton pt, EW higher orders
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The effects are at the subpercent level
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