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2Soft QCD - why bother ?

2

‣ Phenomenological models of sQCD need experimental constraint  
- perturbation theory not applicable 

- needs well described sQCD for understanding pile-up and underlying 
event activity in all LHC measurements (nowadays μpeak > 40 ) 

- measurement done as (mainly) differential distributions  

‣ Long standing history & improvements in ATLAS 
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Introduction

measuring distributions of stable charged  
primary particles at √s = 8 TeV and 13 TeV

including first ATLAS measurements in high-multiplicity phase spaces @ pT>500 MeV

important for tuning of phenomenological soft QCD models to data (e.g. for pileup simulation)

track-based measurement — from detector level to particle level

apply corrections for trigger & reconstruction inefficiencies and other detector effects

using (almost) same procedure as in previous ATLAS measurements @ 0.9–7 TeV

charged-particle density vs eta

charged-particle density vs pT

charged-particle multiplicity per event

mean pT vs charged-particle multiplicity

pT> nch>= 0.9 7 TeV 8 TeV 13 TeV

100 2 yes yes yes in prog.

500 1 yes yes yes yes

500 6 yes yes yes

500 20 yes

500 50 yes
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Very similar to previous analyses — well-established procedure

new: removal of strange baryons (new fiducial definition of “primary” particles: τ > 300 ps)

new: measuring additional high-multiplicity phase spaces

new: using final Run-1 geometry with reduced material uncertainty (±5% passive ID material)

thus we achieved the smallest total systematics of all ATLAS Minimum Bias analyses of the Run-1 period!

new: using Pythia 8 A2 MSTW2008LO as a baseline MC tune for the analysis (corrections etc.)

new: using improved physics list for MC detector simulation samples

analysis differences 0.9 TeV 7 TeV 8 TeV 13 TeV benefits @ 8+13 TeV
remove strange baryons yes yes reduces model dependence

high-nch phase spaces yes paper scope + MC tuning

final Run-1 geometry yes yes (+IBL) reduces material uncertainty

baseline MC tune for analysis Pythia 6 Pythia 6 Pythia 8 A2 Pythia 8 A2 reduces systematics (e.g. pT-spectrum)

Geant4 physics list QGSP_BERT QGSP_BERT FTFP_BERT FTFP_BERT improves simulation of antiprotons

Overview
Differences between previous and new analyses

low pT ( 100 MeV ) yes yesyes yes reduced systematics
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2Charged particle distribution measurement

3

x

y

‣ Track counting measurement with correction to particle level 
- attempt to minimally bias your  

trigger selection 

- understanding the detector effects  
is biggest experimental challenge 
track reconstruction efficiency/systematics 
needs to be well understood (dominant) 
additionally corrections to trigger efficiency, 
vertex efficiency and phase space needed 

‣ Typically first measurements at  
“new” collision energy 
- need dedicated run with minimal pile-up 

- very beneficial for detector understanding 

‣ Access to global event shape distributions

hadronic interaction

secondary tracks

out of phase space
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2

ATLAS Inner Detector in Run II

Sub detectors are composed of
silicon (pixel modules or
microstrips ) and gaseous drift
tubes sub detectors

Pixel System, including the
NEW Insertable B-Layer
(IBL)
Silicon Tracker (SCT)
Transition Radiation Tracker
(TRT)

Embedded in a 2T axial B Field
Reconstruction of charged
particles within |⌘| < 2.5

Subdetector Element size Intrinsic resolution [µm] Radius barrel layers [mm]

IBL 50µm⇥250µm 8⇥40 33.45
Pixel 50µm⇥400µm 10⇥115 50.5, 88.5, 122.5
SCT 80µm 17 299, 371, 443, 514
TRT 4 mm 130 from 554 to 1082 2 / 32
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Thursday, 14th April 2016 DIS 2016

Event selection
MBTS trigger signal

μ < 0.01 (to suppress pile-up)

reconstructed primary vertex with >=2 tracks

veto events with any additional vertex with >=4 tracks

>= X “selected” tracks (nsel) passing track selection

Track selection
|d0PV| < 1.5 mm

|z0PV sin(theta)| < 1.5 mm

!2 probability > 0.01 for pT > 10 GeV

6

innermost Pixel layer hit if expected**

>=1 Pixel hit

>=2,4,6 SCT hits* for pT>100,200,300 MeV

* = sum of SCT hits + inactive SCT modules on track

** = or IBL hit if expected (for 13 TeV analysis)

MBTS = Minimum Bias Trigger Scintillators
(2.08 < |eta| < 3.75)

32 scintillation counters

Minimum Bias analysis
Event and Track selection

Analysis procedure | Selection
‣ Event selection 

- MBTS trigger selection 

- µ < 0.01 to suppress pile-up track counting 

- require reconstructed vertex with minimum 2 tracks 
(veto event with additional vertex with > 4 tracks) 

- require a minimum number of selected tracks (nsel)

4

‣ Track selection 
-  |d0PV| < 1.5 mm  |z0PV sin(θ) | < 1.5 mm 

- fit 𝜒2 probability > 0.01 for pT > 10 GeV 

- innermost pixel hit if module active/crossed, 
minimum 1 hit in the pixel detector 

- minimum 2/4/6 hits in the strip detector 
for pT > 0.1/0.2/0.3 GeV
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2Analysis procedure | Correction

5
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outside kinematic range

event-level weight trigger efficiency vertex efficiency

track-level weight tracking efficiency non-primaries

vertex z reweighting

MC:     εtrig = 1
data:   wzvrtx = 1

strange baryons

Correction procedure

‣ Event weights

‣ Track weights 
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outside kinematic range

event-level weight trigger efficiency vertex efficiency

track-level weight tracking efficiency non-primaries

vertex z reweighting

MC:     εtrig = 1
data:   wzvrtx = 1

strange baryons

Correction procedure

trigger 
efficiency

vertex 
efficiency

vertex z  
position (MC)

out of 
phase 
space

track 
reconstruction 

efficiency

non-primary
fraction

strange
baryon
fraction

A B C

1 2 3 4

(=1 for data)(=1 for MC)

(resolution effects)
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2Analysis procedure | Details

6

Step Details Impact
record pp-collision data sample require low <μ> to minimise pile-up contamination ~10m “good” events

select “good” events and tracks require MBTS trigger, reconstructed vertex, no pile-up, track quality systematics

check for Event backgrounds (negligible)

check for remaining pile-up events (negligible)

check for split vertices (negligible)

check detector performance (e.g. hits on track, IP distributions) (see control plots)

correct for detector inefficiencies apply trigger and vertex efficiency (from Data) systematics

apply tracking efficiency (from MC simulation) systematics

correct for non-primary tracks subtract secondary particles (from MC template fits) systematics

subtract strange baryons (from MC, using Epos tune) systematics

check for combinatorial fakes (from MC simulation) (negligible)

unfold distributions apply Bayesian unfolding (for resolution + migration effects) systematics

compare with MC predictions PYTHIA 8 A2,   PYTHIA 8 Monash,   EPOS LHC,   QGSJET-II (see final results)

show central charged particle density vs sqrt(s) (see final results)
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2Event weights
‣ Trigger efficiency 

- measured from data using a random 
space point trigger 

- parameterised as nselBS 
analysis track selection w/o PV  
(uses beam spot instead)  
 
 
 

- probability to find a vertex on a 
triggered event 
measured from data 

- parameterised as nselBS 

nselBS ≥ 2 for pT > 0.1 GeV analysis 
nselBS ≥ 1 for pT > 0.5 GeV analysis

7
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0.9
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0.94
0.96
0.98

1
1.02
1.04

Data 2012

| < 2.5η > 100 MeV, |
T
p 2, ≥ BS

seln
 = 8 TeVs   ATLAS

MBTS trigger efficiency

calculated from events selected by a 
random space-point trigger

parameterised as a function of nselBS

using nominal track selection requirements, except for IPs

Vertex reconstruction efficiency

= probability that a reconstructed primary  
vertex is found in a triggered event

parameterised as a function of nselBS

for nselBS=1 @ pT>500 MeV: η dependent efficiency

for nselBS=2 @ pT>100 MeV: Δz0 dependent efficiency

beam background is suppressed in event selection

9

Trigger and vertex efficiency

BS
seln
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L1
_M

BT
S_

1 
Tr

ig
ge

r E
ffi

ci
en

cy

0.92

0.94
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0.98

1

1.02 | < 2.5η > 100 MeV, |
T
p 2, ≥ BS

seln
 = 8 TeVs   ATLAS

Data 2012

 trigger efficiency

 vertex reconstruction efficiency

A

B



A.
 S

al
zb

ur
ge

r -
 M

in
im

um
 B

ia
s 

an
d 

U
nd

er
ly

in
g 

Ev
en

t M
ea

su
re

m
en

ts
 in

 A
TL

AS
 -Q

C
D

@
LH

C
  2

01
6-

09
-2

2Track weights

- estimated from MC simulation,  
binned in 2D ( η,  pT )  
relies on correct modelling of the  
tracker material 

- dominant systematic uncertainty 
for these analyses 
assumes material modelling of the  
inner tracker to 5 % accuracy 

- supported by many studies of the 
tracker material budget 
hadron interaction rates (vertexing) 
photon conversion 
track length requirements 

- in general excellent modelling of the  
data by full simulation

8

track reconstruction efficiency A
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Tracking Efficiency = matched tracks / all gen. stable particles
determined from MC simulation

8 TeV uses cone matching:   ΔR = sqrt((Δη)2 + (Δφ)2) < 0.15

13 TeV uses hit probability matching, and includes a data-driven correction in |η|>1.5 region due to Pixel services

(η,pT)-binned tracking efficiency is applied as correction factor for each individual track

leading systematic is due to ID material uncertainty

10
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JINST 7 (2012) P01013 ATL-PHYS-PUB-2015-050 IDTR-2016-001

http://iopscience.iop.org/1748-0221/7/01/P01013/
http://atlas.web.cern.ch/Atlas/GROUPS/PHYSICS/PUBNOTES/ATL-PHYS-PUB-2015-050/
http://iopscience.iop.org/1748-0221/7/01/P01013/
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2Track weights

- estimated from MC simulation,  
binned in 2D ( η,  pT )  
relies on correct modelling of the  
tracker material 

- dominant systematic uncertainty 
for these analyses 
assumes material modelling of the  
inner tracker to 5 % accuracy 

- supported by many studies of the 
tracker material budget 
hadron interaction rates (vertexing) 
photon conversion 
track length requirements 

- in general excellent modelling of the  
data by full simulation

8

track reconstruction efficiency A
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Tracking Efficiency = matched tracks / all gen. stable particles
determined from MC simulation

8 TeV uses cone matching:   ΔR = sqrt((Δη)2 + (Δφ)2) < 0.15

13 TeV uses hit probability matching, and includes a data-driven correction in |η|>1.5 region due to Pixel services

(η,pT)-binned tracking efficiency is applied as correction factor for each individual track

leading systematic is due to ID material uncertainty
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2Track weights | Material studies 
‣ For Run-2 the Inner Detector 

geometry had to be mapped 
out again 
- insertion of the IBL  

- replacement of the inner patch 
panels

9

‣ Similar quality of description 
reached as for final Run-1 
description 
- comparable systematic 

uncertainties with of 13 TeV 
results with final Run-1 results 
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2Track reconstruction performance
‣ Track reconstruction performance evaluation is essential 

- excellent modelling of track parameters and properties by simulation 
puts confidence in estimating key parameters from simulation 

- result of years of detailed detector modelling in the full simulation

10
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IP distributions show good MC / Data agreement in signal region (after pT reweighting)
and in tails (after applying scale factors for secondaries, derived from MC template fits)

Distributions of average number of hits on track show very good MC / Data agreement

Track reconstruction performance
IP and hits-on-track distributions
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2Track weights 
 non-primary fraction 2

 strange baryon fraction 3
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updated “stable primary particle” definition:   τ > 300 ps
we reconstruct tracks from short-lived charged strange baryons + their decay products

such particles have a proper lifetime between 30 ps < τ < 300 ps

these have a very low tracking efficiency (which increases with pT)

MC models predict different generated particle yields!

this would introduce a large model-dependence of the tracking efficiency!

these particles are now excluded from our fiducial definition

fraction of reconstructed SB tracks is subtracted from measurement

for comparison with older measurements:

SB fraction can be added via extrapolation factor derived from MC generator

baseline: EPOS LHC (describes SB fraction in data more accurately)

this is new in 8+13 TeV measurements!
11
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updated “stable primary particle” definition:   τ > 300 ps
we reconstruct tracks from short-lived charged strange baryons + their decay products

such particles have a proper lifetime between 30 ps < τ < 300 ps

these have a very low tracking efficiency (which increases with pT)

MC models predict different generated particle yields!

this would introduce a large model-dependence of the tracking efficiency!

these particles are now excluded from our fiducial definition

fraction of reconstructed SB tracks is subtracted from measurement

for comparison with older measurements:

SB fraction can be added via extrapolation factor derived from MC generator

baseline: EPOS LHC (describes SB fraction in data more accurately)

this is new in 8+13 TeV measurements!
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- for analysis ( pT > 500 MeV ) no distinction 
between fakes and secondaries done  

- estimated via a template fit to the impact  
parameter distribution 
done w.r.t beam line to avoid event biases 

- updated stable particle definitions: 𝜏 > 300 ps  

- includes many strange baryons  
very low tracking efficiency,  
strongly varies with transverse momentum  

- generators predict very different fractions 

- removed for 8/13 TeV from fiducial definition 
decreases generator dependency, EPOS LHC 
extrapolation for comparison with older analyses
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2Charged particle multiplicities | Result History

12

Run-1  
start

Run-1  
end

Run-2  
start

detector understanding IBL installation

‣ Fairly good shape modelling by most generators 
- measurements are continuously used for tuning 
- EPOS (LHC tune) very good modelling at 8 TeV

reduction of syst. errors > 30%
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2Charged particle multiplicities | Results 8 TeV
‣ 8 TeV analysis extended to high multiplicity phase-spaces 

- event selections with nch = 1, 6, 20, 50 

- most generators have seen limited tuning in this corner 

- deviations from data start getting bigger

13
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2Charged particle multiplicities | Results 13 TeV
‣ 13 TeV result gives a new tuning point with large lever arm 

- high precision measurements for two phase space definitions 

- good description of data through EPOS for event quantities 

14
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2Charged particle multiplicities | Tuning
‣ Set of ATLAS measurements (0.9/7/13 TeV) used for PYTHIA tuning/testing 

- ATLAS Pythia A3 starting from Monash tune, using NNPDF 2.3LO PDF 

- testing Pythia 8 description with  Donnachie-Landshoff diffractive model 

- better description at 7/8/13 TeV but worse at lower s 
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Figure 1: The P����� 8 A3, A2 and Monash tune predictions compared with ATLAS charged particle pseudorapidity
distributions at five di�erent center-of-mass energies [3, 11, 16], 900 GeV(top left), 2.36 TeV(top right), 7 TeV(middle
left), 8 TeV(middle right), and 13 TeV(bottom). The yellow shaded areas represent the measurement uncertainty.
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Figure 1: The P����� 8 A3, A2 and Monash tune predictions compared with ATLAS charged particle pseudorapidity
distributions at five di�erent center-of-mass energies [3, 11, 16], 900 GeV(top left), 2.36 TeV(top right), 7 TeV(middle
left), 8 TeV(middle right), and 13 TeV(bottom). The yellow shaded areas represent the measurement uncertainty.
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Figure 1: The P����� 8 A3, A2 and Monash tune predictions compared with ATLAS charged particle pseudorapidity
distributions at five di�erent center-of-mass energies [3, 11, 16], 900 GeV(top left), 2.36 TeV(top right), 7 TeV(middle
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√s [TeV]  used measurements
0.9 charged particle distribution

7 charged particle distribution, transverse energy flow, fiducial inelastic cross-section, 
rapidity gap analysis

13 charged particle distribution, fiducial inelastic cross-section

https://cds.cern.ch/record/2206965/files/ATL-PHYS-PUB-2016-017.pdf
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*without strange baryon removal
pT > 0.5 GeV, nch ≥ 1 

√s [TeV] dNch/dη | η=0 ± stat ± sys References
0.9 1.343* 0.004 0.027
2.36 1.74* 0.019 0.058 NJP 13 (2011) 053033

7 2.43* 0.001 0.050
8 2.477 0.001 0.031 Eur. Phys. J. C (2016) 76:403

13 2.874 0.001 0.033 PLB (2016), Vol. 758, pp. 67-88

pT > 0.1 GeV, nch ≥ 2
arXiv:1606.01133

| Result Summary

Charged particle  
multiplicities

http://iopscience.iop.org/article/10.1088/1367-2630/13/5/053033/meta
http://link.springer.com/article/10.1140/epjc/s10052-016-4203-9
http://dx.doi.org/10.1016/j.physletb.2016.04.050
http://arxiv.org/abs/1606.01133
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2Underlying event (UE) analyses
‣ Charged particle measurement* accompanying hard scatter 

- partons not included in hard scatter (beam remnants) 

- additional scatters in same p-p collision (multi parton interactions, MPI) 

- contributions from initial (ISR) and final (FSR) gluon radiation 

‣ phase space definition for the underlying event  

- measurements (leading track)

17

1 Introduction

The underlying event (UE) is defined as the activity accompanying any hard scattering in a collision
event. This includes partons not participating in a hard-scattering process (beam remnants), and ad-
ditional scatters in the same proton-proton collision, termed multiple parton interactions (MPI). Initial
and final state gluon radiation (ISR, FSR) also contribute to the UE activity. It is impossible to unam-
biguously separate the UE from the hard scattering process on an event-by-event basis. However, dis-
tributions have been measured that are sensitive to the properties of the UE. The ATLAS [1, 2, 3, 4, 5],
CMS [6, 7, 8] and ALICE [9] experiments at the LHC have performed many measurements of the ob-
servables sensitive to the UE in Run 1. These measurements have helped to constrain the MPI models
of Monte Carlo (MC) event generators. This note presents the first look at such observables in Run 2,
at a center-of-mass energy of 13 TeV, for detector level reconstructed quantities.

The direction of the leading track is used to define regions in the azimuthal plane1 that have di↵erent
sensitivity to the UE, a concept first used in [10]. As illustrated in Figure 1, the azimuthal angular
di↵erence between tracks and the leading track |��| = |� � �leadtrack|, is used to define the following
three azimuthal UE regions:

• |��| < 60�, the toward region,

• 60� < |��| < 120�, the transverse region, and

• |��| > 120�, the away region.

The transverse region is sensitive to the underlying event, since it is by construction perpendicular
to the direction of the hard scatter and hence it is expected to have a lower level of activity from the
hard scattering process compared to the away region. The observables measured in this analysis are
shown in Table 1.

Table 1: Definition of the measured observables. These are defined for each azimuthal region under
consideration.

Observable Definition

hd2
Nch/d⌘ d�i Number of tracks per unit ⌘–�

hd2P
pT/d⌘ d�i Scalar sum of track pT per unit

⌘–�

The transverse, toward and away regions each have an area of ���⌘ = 10 ⇡/3 in ⌘–� space. The av-
erage density of particles, hd2

Nch/d⌘ d�i, and average transverse momentum sum density, hd2P
pT/d⌘ d�i,

are constructed by dividing the mean values by the corresponding area. The leading track is included
in the toward region distributions, unless otherwise stated.

1The ATLAS reference system is a Cartesian right-handed coordinate system, with the nominal collision point at the
origin. The anti-clockwise beam direction defines the positive z-axis, while the positive x-axis is defined as pointing from the
collision point to the center of the LHC ring and the positive y-axis points upwards. The azimuthal angle � is measured around
the beam axis, and the polar angle ✓ is measured with respect to the z-axis. The pseudorapidity is given by ⌘ = � ln tan(✓/2).
Transverse momentum is defined relative to the beam axis.

1

probe

probe

EPJ C (2014) 74:2965 EPJ C (2014) 74:3195 ATL-PHYS-PUB-2015-019

leading track 
√s = 13 TeV

Z boson  
√s = 7 TeV√s = 7 TeV

leading jet 

*very similar/identical experimental technique and systematics as slides 3-8

http://link.springer.com/article/10.1140/epjc/s10052-014-2965-5
http://link.springer.com/article/10.1140/epjc/s10052-014-3195-6
https://cds.cern.ch/record/2037684/files/ATL-PHYS-PUB-2015-019.pdf
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2Underlying event | Results 
‣ Leading track analysis  

- analysis separated into 3 regions 

- requirement on  pT > 1 GeV 

‣ Good modelling by Pythia 8 tunes 
- shapes generally well modelled 

18

less over the majority of the distributions shown in this note. This tracking e�ciency uncertainty dis-
tribution is also taken from the corresponding charged particle distribution analysis [14]. No correction
for secondary tracks is performed.

The average track density and average scalar sum pT density of tracks are plotted as a function of
|��| in Figure 2. They are expected to show a gradual transition from more inclusive minimum-bias
type events to events with an identified hard scatter. MB tunes like Pythia8 A2 and Epos do better for
the lower p

lead
T slice, while UE tunes like A14, Monash and Herwig++ UEEE5 do better for the higher

p

lead
T slice. In general however these distributions do not show a significant di↵erence in shape between

data and MC predictions as seen in an early Run 1 analysis, Ref. [1].
In Figure 3, the average densities of track multiplicity and scalar sum pT are shown. In the trans-

verse region, both show a gradual increase, rising to an approximately constant “plateau” for p

lead
T > 6

GeV. For higher values of p

lead
T , the toward and away regions include contributions from jet-like activ-

ity, yielding gradually rising average sum pT density. Among the MC models, Pythia 8 A14, Monash
and Herwig++ UEEE5 predictions are closest to data in the plateau part of the transverse region, but
none of the models describe the initial rise well. The Epos generator predicts significantly less activity
at higher p

lead
T , indicating the absence of semi-hard minimum bias events. Compared to 7 TeV results,

these represent roughly around a 20% increase to the UE activity.

 [rad] 
wrt lead

φ ∆ 

|>
 [G

eV
]

φ∆
 d

|
η

/d T
 pΣ2

<d 0

0.5

1

1.5

2

2.5

3

 > 5 GeVlead
T

p

 > 1 GeVlead
T

p

|< 2.5η > 0.5 GeV, |
T

p

toward transverse away

PreliminaryATLAS 

DATA (uncorrected) EPOS
PYTHIA 8 A14 PYTHIA 8 A2
HERWIG++ EE5 PYTHIA 8 Monash

 = 13 TeVs

M
C/

Da
ta

0.7
0.8
0.9

1
1.1
1.2
1.3

 > 5 GeVlead
T

p

| [rad]φ∆|
0 0.5 1 1.5 2 2.5 3

M
C/

Da
ta

0.7
0.8
0.9

1
1.1
1.2
1.3

 > 1 GeVlead
T

p

 [rad] 
wrt lead

φ ∆ 

|>φ∆
 d

|
η

/d
chN2

<d

0

0.5

1

1.5

2

2.5

 > 5 GeVlead
T

p

 > 1 GeVlead
T

p

|< 2.5η > 0.5 GeV, |
T

p

toward transverse away

PreliminaryATLAS 

DATA (uncorrected) EPOS
PYTHIA 8 A14 PYTHIA 8 A2
HERWIG++ EE5 PYTHIA 8 Monash

 = 13 TeVs

M
C/

Da
ta

0.7
0.8
0.9

1
1.1
1.2
1.3

 > 5 GeVlead
T

p

| [rad]φ∆|
0 0.5 1 1.5 2 2.5 3

M
C/

Da
ta

0.7
0.8
0.9

1
1.1
1.2
1.3

 > 1 GeVlead
T

p

Figure 2: Comparison of detector level data and MC predictions for the |��| distributions of average
track multiplicity density, hd2

Nch/d⌘ d|��|i (top row) and average scalar pT sum density of tracks,
hd2P

pT/d⌘ d|��|i (bottom row). The leading track is defined to be at �� = 0, and excluded from the
distributions. The distributions obtained by restricting p

lead
T to di↵erent values are shown separately.

The bottom panels in each plot show the ratio of MC predictions to data. The shaded bands represent the
combined statistical and systematic uncertainties, while the error bars show the statistical uncertainties.
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Figure 3: Comparison of detector level data and MC predictions for average track multiplicity density
values, hd2

Nch/d⌘ d�i (left column) and average scalar pT sum density of tracks, hd2P
pT/d⌘ d�i (right

column) as a function of leading track transverse momentum, p

lead
T , in the transverse (top row) and

toward (bottom row) regions. The bottom panels in each plot show the ratio of MC predictions to data.
The shaded bands represent the combined statistical and systematic uncertainties, while the error bars
show the statistical uncertainties.
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2Conclusion
‣ ATLAS has a full set of minimum bias and underlying event analyses 

- covering different centre of mass energies and phase space definitions                                                                                                                                                                                            

‣ Recent 8 TeV and 13 TeV improved sys. uncertainties significantly 
- mainly due to better understanding of the tracker material 

description after IBL insertion can still improve w.r.t. Run-1 description 
helps many other precision measurements 

- better understanding of strange baryon handling 

‣ Rich dataset for generator tuning available 
- data only corrected for detector effects, no model corrections/extrapolations 

- data available as HepData  

‣ Underlying event results of similar quality and importance 
- give confidence in current UE simulation
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2UE | Event shapes
‣ Alternative way to look at UE is by looking at global event shape variables 

- analyse the charged particle distributions in Z ➝ ℓℓ at 7 TeV  

- binned in transverse momentum bins of ee/µµ candidate pairs 

- comparison shows good agreement with HERWIG 7
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