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ATLAS and LHC upgrades

• ATLAS upgrades: 

- Long Shutdown 1 (LS1): RPC in barrel feet region, MDT at |η| ~ (1.1-1.3), pixel IBL, HLT 

- Long Shutdown 2 (LS2): New Small Wheel, Muon, LAr electronics, L1 Calo, FTK, TDAQ 

- Long Shutdown 3 (LS3): many new systems, R&D activities and TDR preparation ongoing
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L = 2-3 x 1034 cm-2s-1

<μ> up to 80
L = 5-7.5 x 1034 cm-2s-1

(levelled)
<μ> up to 200

3000 fb-1
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high luminosity impact on the experiment

• high luminosity is needed to achieve 
physics goals 

• all parts of the experiment have to stand a 
peak levelled luminosity of 7.5x1034 cm-2s-1 

• detector challenges:
 

- high pileup (<μ> up to ~200 collisions/
crossing) 

- high radiation levels (~10
16

neq/cm
2
; 10 

MGy) 

• requirements: 

- keep good physics performances in this 
challenging environment, at least as 
good as in run 2 and 3 

- keep acceptable trigger rate with low 
pT threshold 

- mitigate pile-up up to high η

3

pileup

radiation levels

3 Overview of ITk Layout

Figure 3.9: The fluence and dose distributions for the ITk layout. Top: The 1 MeV neutron equivalent
flux. Middle: The total ionising dose. Bottom: The charged particle fluence.

34
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motivation for the upgrades

• Maximise physics performance for: 

- precision measurements of Higgs 
coupling and other SM processes 

- search of SM rare effects (like H->μμ), 
in particular self-coupling Higgs from 
double Higgs events 

- continue the LHC scientific programme 
with the research of new physics signals

4

HH → bƃbƃ 
0.2<𝛌<7 @ 95% CL

5!

Significant!increase!in!mass!reach!for!Exo=cs!and!SUSY!
signatures!at!HLMLHC!(3000![M1)!!

!!!!!!!!!!!!!!!!!!!!ATLAS!Mass!reach!for!Exo3c!signatures!

!!!!!!!!!!!!!!!!!!!!ATLAS!Mass!reach!for!SUSY!par3cles!
ATLMPHYSMPUBM2014M010!,!2013M011,!2015M032!!!

!!!!!!!!!!!!ATLMPHYSMPUBM2013M003,!2014M007!!!!
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ATLAS phase-I upgrades
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TDAQ off-detector 
electronics: 

• L1 hardware trigger: 
- L1 calorimeter 
- L1 topological 
- L1 NSW trigger 
- L1 endcap trigger 
- L1 MuCTPi 

• L1.5 hardware trigger: 
- Fast Track Trigger 

• readout system 
• HLT

New Small Wheel detector

new muon RPC detector (BIS78)

LAr front-end electronics
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new small wheel

• two 5m radius wheels in the inner end-cap region (1.3 < |η| 
< 2.7) 

• each wheel is formed by: 

- 2 external sTGC quadruplets (mainly trigger, bunch ID 
identification + vector tracking with < 1 mrad 
resolution) 

- 2 internal MicroMega quadruplets (mainly tracking, 
spatial resolution <100 μm) 

• needed to reduce fake muon triggers in the end-cap 
region, thanks to the coincidence endcap-NSW 

6
Alexander Tuna 9

strip
TDS

pad
TDS

ART

Router

GBT

SCA

GBT
Rx-Tx

Sector
Logic

Trigger
processor

Trigger
processor

ROD

DCS

Config

Pad
trigger

from
Big Wheel

NSW Electronics Trigger & DAQ dataflow

TTC

LL_NSW_ElxOvr_v08

USA15

Front end boards

on-chamber

on NSW rim

event
monitor

ASIC Config
DCS

E-links
on twin-ax

fibre

fibre

fibre

twin-ax

twin-ax

twin-ax

n
e
t
w
o
r
k

fibres

Readout
ASIC

trigger
monitor

calib-
ration

sTGC

MM “ADDC”

sTGC

MM

ART

“L1DDC”

VMM

strip
TDS

# VMMs per FEB:
MM: 8
sTGC strips: 6 or 7
sTGC pad+wire: 2+1

strip
TDS

3/FEB

1/FEB

FELIXFELIX

candidate
merging

LV power

GBT

SCA

2xGBT

fibre

“L1DDC”

strip
TDS

pad
TDS

ART

Router

GBT

SCA

GBT
Rx-Tx

Sector
Logic

Trigger
processor

Trigger
processor

ROD

DCS

Config

Pad
trigger

from
Big Wheel

NSW Electronics Trigger & DAQ dataflow

TTC

LL_NSW_ElxOvr_v08

USA15

Front end boards

on-chamber

on NSW rim

event
monitor

ASIC Config
DCS

E-links
on twin-ax

fibre

fibre

fibre

twin-ax

twin-ax

twin-ax

n
e
t
w
o
r
k

fibres

Readout
ASIC

trigger
monitor

calib-
ration

sTGC

MM “ADDC”

sTGC

MM

ART

“L1DDC”

VMM

strip
TDS

# VMMs per FEB:
MM: 8
sTGC strips: 6 or 7
sTGC pad+wire: 2+1

strip
TDS

3/FEB

1/FEB

FELIXFELIX

candidate
merging

LV power

GBT

SCA

2xGBT

fibre

“L1DDC”

Alexander Tuna 4

NSW trigger

New Small Wheel

IP Z

end-cap
toroid

∆θ

LL_SV_NSW

A

B

CEI

Big Wheel EM

Figure 1: Schematic of the muon endcap trigger. The existing Big Wheel trigger accepts all three tracks shown.
With the addition of the NSW to the muon end-cap trigger, only track ‘A’, the desired track, which is confirmed
by both the Big Wheel and the NSW, will be accepted. Track ‘B’ will be rejected because the NSW does not find
a track coming from the interaction that matches the Big Wheel candidate. Track ‘C’ will be rejected because the
NSW track does not point to the interaction point (IP). The NSW logic restricts �✓ to a value consistent with the
track to have originated from the IP.

• A SL board receives data from at most three NSW sectors.

• For the NSW Trigger Processor, there is one FPGA per detector technology (MM or sTGC) per
NSW sector. (MM) and sTGC information is processed by separate algorithms in separate FPGAs.
Depending on the hardware platform chosen, the two FPGAs will be located in the same mezzanine
card (SRS option) or on two separate mezzanine cards (LAr option).

• A NSW Trigger Processor ATCA board (corresponding to two NSW sectors) contains the mez-
zanine cards (two or four depending on the hardware platform ultimately chosen) to serve a NSW
octant.

• One NSW trigger sector needs to deliver data to up to seven SL boards. The maximum fan-out
of seven is needed for large NSW sectors, due to the overlap with the BW trigger sectors when
multiple scattering, misalignments and magnetic field deformations are taken into account.

1.3 Requirements and Limitations

The main requirement for the NSW trigger is to provide track vector candidates from the NSW detectors
to be matched to track segments from the BW. The angular resolution on the NSW track vector candidates
should be of 1 mrad. In the data-taking period immediately after the installation of the NSW, during the
Long Shutdown 2 (LS2), the BW trigger granularity is limited to an angular resolution of 3 mrad or larger.
During the Long Shutdown 3 (LS3), new BW trigger electronics and a new MDT Level-1 trigger will be
deployed, allowing for 1 mrad angular resolution in the BW.

5

crucial for muon triggers and high particle flux at HL-LHC

current system:

decisions mostly from BW,


plenty of fakes

trigger coincidence with 
NSW is powerful

NSW: muon small wheel replacement for Phase-1

Expected L1 muon rate for L = 3×1034 cm−2s−1

for confirmation of the end-cap trigger. The expected rate reduction is about 30%. This will be
deployed during Run II after LS1 to improve the end-cap Level-1 trigger and to test the basic
concept of the trigger upgrade using the NSW.

The design of the NSW meets the requirement for a very good segment angle resolution of
1mrad at the Level-1 trigger. Background in the NSW high track density environment can be
heavily suppressed using this angular resolution. It is also an important step towards a further
improvement of the muon Level-1 trigger system foreseen in the Phase-II upgrade for even higher
luminosity (chapter 15). For the Phase-II upgrade the Level-1 latency will be increased so that
more selective triggers from the calorimeter and the new Level-1 track trigger as well as the muon
system can be applied. The Phase-II upgrade will substantially improve the pT resolution of the
Level-1 muon trigger, sharpening the threshold turn-on and reducing the contribution from muons
of lower pT below the nominal threshold. This will be achieved by using the information of the
precision tracking detectors (Monitored Drift Tubes, MDT) as part of the muon end-cap trigger
system and by combining it with the segment angle provided by the NSW.

1.3 Impact on physics performance

In this section it is shown that a single-muon trigger with a threshold of 20–25GeV is of great
importance for the future ATLAS physics program, particularly in light of the recent discovery
of a Higgs boson with a mass of 125GeV. For several decay and production modes of the Higgs
boson a single-lepton trigger in this pT range is important. With the current Small Wheel detector
the trigger rate for such a trigger is prohibitively large at the high luminosities expected after LS2.

The rate of the single muon Level-1 trigger will increase proportionally to the instantaneous
luminosity as the rates of muons in the system and background tracks increase. Other effects such
as event pileup will not be an issue for the muon system. The plateau efficiency for the single µ
Level-1 trigger is currently about 70% in the barrel (due mainly to acceptance holes) and about
90% in the end-cap. This trigger efficiency is expected to be maintained also at higher luminosity
conditions.

Table 1.1 shows a comparison of expected muon Level-1 rate for the present system and the
upgrade with the NSW at L = 3 ⇥ 10

34 cm�2 s�1,
p
s = 14GeVand 25 ns bunch spacing. Also

compared is a scenario of dropping the end-cap from the single muon Level-1 trigger. The allowed

Table 1.1: Expected Level-1 rate (based on 2011 data at 7TeV) for luminosity 3⇥ 10

34 cm�2 s�1,
p
s =

14GeV and 25 ns bunch spacing for different p
T

threshold with and without the NSW upgrade.
The extrapolation uncertainty to 14 TeV is also shown.

L1MU threshold (GeV) Level-1 rate (kHz)

pT > 20 60± 11

pT > 40 29± 5

pT > 20 barrel only 7± 1

pT > 20 with NSW 22± 3

pT > 20 with NSW and EIL4 17± 2

total Level-1 rate is 100 kHz, which is determined by the readout bandwidth of the ATLAS
subsystems, and this limit will stay until the time of the Phase-II upgrade when significant changes

8

NSW trigger and readout schema

✅

❌

❌

ATLAS-TDR-020-2013
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BIS78

• NSW covers the region (1.3 < 
|η| < 2.7), while the big wheel 
covers (1.0 < |η| < 2.7) 

• half of the region 1.0 < |η| < 
1.3 is covered by the existing 
EIL4 TGC end-cap trigger 
detectors 

• new detectors in the barrel 
BIS region cover the other 
half 

• 16 RPC trigger chambers + 
replacement of 16 existing 
MDT with sMDT 

• The additional RPC chambers 
can significantly reduce the 
foreseen fake rate

7

• phase-II pilot project: 
same MDT and RPC detector 
technology that will be 
used for phase-II, when the 
full BI layer will be 
equipped

Barrel Inner Small region  
BIS78 RPC+sMDT
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LAr calorimeter and L1calo new electronics

• LAr calorimeter: 

• new front-end (Trigger Digitiser Board LTDB) 
and back-end (Digital Processing System LDPB) 
boards 

• increased trigger tower granularity (ΔηxΔφ = 
0.025x0.1) 

• good trigger performances with the increasing 
luminosity and pile-up: 

• low trigger rate thanks to the background 
rejection 

• low thresholds and better turn-on curves 
thanks to the higher geometrical resolution 

• L1Calo: 

- new Feature Extractor boards: eFEX, gFEX, jFex 

- more refined processing of electromagnetic 
calorimeter information at higher granularity 

- better discrimination between photons, 
electrons, taus and jets 

- efficient single object triggers for 
electroweak-scale physics

8

ATLAS-TDR-023-2013

Technical Design Report
December 2, 2013

ATLAS
Liquid Argon Calorimeter Phase-I Upgrade

(a)

(b)

Figure 1. An electron (with 70 GeV of transverse energy) as seen by the existing Level-1 Calorimeter trigger
electronics (a) and by the proposed upgraded trigger electronics (b).

• Long Shutdown 3 (LS3): 2022�2023. The LHC will undergo a major upgrade of its compo-
nents (e.g. low-� quadrupole triplets, crab cavities at the interaction regions).

• High-Luminosity LHC (HL-LHC): 2024� 2030 and beyond. The LHC complex will deliver
levelled instantaneous luminosity L = 5⇥1034 cm�2 s�1 (Phase-II operation) and an annual
integrated luminosity of 250 fb�1, i.e. up to 3ab�1 after 12 years of running.

1.2 ATLAS upgrade plans up to 2030 and beyond

To optimize the physics reach at each phase of the accelerator complex upgrades, ATLAS has
devised a staged program in three phases, corresponding to the three long shutdowns.

The upgrades during LS1 consist of consolidation of the existing sub-detectors including the
installation of a fourth (inner) layer for the pixel detector requiring a new, smaller radius central (Be)
beam pipe, additional chambers in the muon spectrometer to improve the geometrical coverage,
and more neutron shielding in the muon endcap toroids.

After LS2, instantaneous luminosities of L ⇠ 2.2⇥1034 cm�2 s�1 are expected with 25 ns bunch
spacing and the average number of interactions per crossing will be hµi ⇠ 60. If ATLAS is to exploit
this increase in luminosity and maintain a low-pT lepton threshold (⇠ 25 GeV) in the Level-1 trigger

2 Chapter 1: Overview of the Phase-I LAr upgrade project
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Liquid Argon Calorimeter Phase-I Upgrade
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Figure 1. An electron (with 70 GeV of transverse energy) as seen by the existing Level-1 Calorimeter trigger
electronics (a) and by the proposed upgraded trigger electronics (b).

• Long Shutdown 3 (LS3): 2022�2023. The LHC will undergo a major upgrade of its compo-
nents (e.g. low-� quadrupole triplets, crab cavities at the interaction regions).

• High-Luminosity LHC (HL-LHC): 2024� 2030 and beyond. The LHC complex will deliver
levelled instantaneous luminosity L = 5⇥1034 cm�2 s�1 (Phase-II operation) and an annual
integrated luminosity of 250 fb�1, i.e. up to 3ab�1 after 12 years of running.

1.2 ATLAS upgrade plans up to 2030 and beyond

To optimize the physics reach at each phase of the accelerator complex upgrades, ATLAS has
devised a staged program in three phases, corresponding to the three long shutdowns.

The upgrades during LS1 consist of consolidation of the existing sub-detectors including the
installation of a fourth (inner) layer for the pixel detector requiring a new, smaller radius central (Be)
beam pipe, additional chambers in the muon spectrometer to improve the geometrical coverage,
and more neutron shielding in the muon endcap toroids.

After LS2, instantaneous luminosities of L ⇠ 2.2⇥1034 cm�2 s�1 are expected with 25 ns bunch
spacing and the average number of interactions per crossing will be hµi ⇠ 60. If ATLAS is to exploit
this increase in luminosity and maintain a low-pT lepton threshold (⇠ 25 GeV) in the Level-1 trigger

2 Chapter 1: Overview of the Phase-I LAr upgrade project

ATLAS-TDR-022-2013
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Fast TracKer (FTK)

• performs real-time tracking for all 
events accepted by the Level-1 trigger (no 
RoI), supporting HLT decision 

• efficiency > 90% for pT>1GeV, |η|<2.5, rate 
up to 100 kHz, latency < 100 μs 

• Provides tracking information to Level-2 
in ~25 μs 

• based on pipelined custom hardware: 

- first stage (pattern recognition) + 
second stage (track fitting) 

- 8192 Associative Memory custom chips, 
>1000 FPGAs 

• about 50% of the computing power will be 
installed by July 2017, then 100% for 
Phase-I

9

FTK Boards' Pipeline

31/03/2017 - ATLAS Upgrade Week FTK STATUS - G. VOLPI 3

x32

x32 x2

x64 (Run-2)
x128 (Run-3)

IM+DF

SSB FLIC

PU=AUX+AMB

SS
LAMB

HLT
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TDAQ phase-I
• L1 calo: 

- new trigger and readout electronics, new fibre optics system 

- finer granularity data, more efficient algorithms 

• L1 topo: 

- new board: topological algorithms, calorimeters and muons 

• L1 end-cap: 

- new muon end-cap sector logic board with new inputs: 

• new small wheel muon system (trigger processor boards) 

• RPC new BIS78 trigger boards 

• outer layer of the extended barrel of the Tile Calorimeter 

• reduce the fake trigger rate 

• L1 MuCTPi: new Muon to Central Trigger Processor interface board 

• FTK: new hardware track system 

• HLT: output rate up to 1 kHz 

• Felix readout system: 

- it functions as a router between the FE links and commercial multi-gigabit 
network technology, transmitting data to the appropriate destination node 
(readout, DCS, …) 

- previous hardware RODs are replaced with software processes 

- it interfaces with the TTC and busy system 

- Phase.-I: NSW, BIS78, L1calo. It will be the standard system for phase-II

10

Sector Logic design

6

eFEX prototype

end-cap SL prototype

endcap SL prototype
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ATLAS upgrades for Phase-II

11

new all-silicon inner tracker (ITK) 
with eta coverage up to 4

new muon chambers in the inner barrel region

forward muon tagger (option)

High Granularity Timing Detector (HGTD) 
in forward region (option)

TDAQ off-detector 
electronics: 

• L0 hardware trigger: 
• L0 calorimeter 
• L0 topological 
• L0 muon 
• L0 global 

• L1 hardware trigger 
(option): 

• L1 global 
• L1 track trigger 

• readout system 
• HLT
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Inner tracker

• The first ATLAS Phase-II TDR, covering the outer part of the tracker 
based on silicon Strip detector, has been submitted to the LHCC 

• new all-silicon tracking system 

• pixel detector at small radius close to the beam line + large area 
strip tracker surrounding it: 

- central region: five pixel layers followed by two short-strip 
layers of paired stereo modules, then two long-strip layers of 
paired stereo modules 

- forward regions: six strip disks and a number of pixel rings 
leading to one or more hits depending on the ring layer and η 
position 

• extension up to |η| = 4 

• nearly ten times more electronics channels (60 million) 

• equal or better performances than the existing detector in a much 
more difficult tracking environment 

- high track reconstruction efficiency and low rate of fake tracks  

- > 99% efficiency for muons with pT > 3 GeV; > 85% efficiency for 
pions and electrons above 1 GeV, keeping fake rates below 1%
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4.4 Tracking Performance for electrons, photons, taus, jets and missing transverse energy

power. This can be exploited e.g. to discriminate b-jets in tt̄ events from jets in vector-
boson-fusion processes (see Section 4.6).
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Figure 4.15: Performance of the IP3D (left) and MV1 (right) b-tagging algorithms for the ITk layout
for two h ranges. For comparison purposes, the performance of the MV1 algorithm for ATLAS
during Run 2 is shown as stars.

4.4 Tracking Performance for electrons, photons, taus, jets and
missing transverse energy

Good tracking performance is essential for many higher level physics objects that are recon-
structed within the ATLAS detector. In this section the performance of the reconstruction
of electrons, photons, taus, jets and missing transverse energy is discussed.

4.4.1 Electron Performance

In comparison with the Run 2 configuration, the improved tracking, the absence of the
transition radiation detector, and the increased pile-up require a new optimisation of the
electron identification algorithm. A cut-based identification algorithm has been developed
with three working points for the electron efficiency, referred to as Loose, Medium, Tight,
with increasing rejection of backgrounds. The identification requirements vary according
to the transverse energy and pseudorapidity of the electron candidate. The samples used
for this analysis use the inclined ITk layout, and are evaluated for µ in the range 190-210.
A Z ! ee MC sample is used for the prompt electrons, and di-jet MC samples are used to
study background electrons. For all studies, a pT cut for reconstructed electrons of 7 GeV is
applied, and all studies presented here only concern the region |h| < 2.5 as significant new
optimisation is needed in the forward region to exploit the ITk for electron ID.
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Perf. of the IP3D b-tagging algorithm

Perf. of the MV1 b-tagging algorithm

4 ITk Performance and Physics Benchmark Studies
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Figure 4.38: Signal resolution for H ! µµ signal events, the Run 2 resolution is compared to the
HL-LHC with pile-up conditions corresponding to hµi =200.

mechanisms: Vector Boson Fusion, Higgs-strahlung, and associated production with tt̄, be-
ing more than an order magnitude smaller [39, 40]. For centre-of-mass energies of 14 TeV,
the production cross section of pairs of 125 GeV Higgs bosons is estimated to be 40.8 fb at
next-to-next-to-leading order in QCD (with an uncertainty of ±8.5% from QCD scale un-
certainties, and ±7% from PDF+aS uncertainties) [41, 42]. Example Feynman diagrams of
this process at leading order in Quantum Chromodynamics are shown in Figure 4.39. The
diagram which exhibits lHHH dependence (Figure 4.39(a)) interferes destructively with the
box diagram that is independent of lHHH (Figure 4.39(b)), thus a small increase in the value
of lHHH decreases the expected HH production cross section, and modifies the distribu-
tions of event kinematics.

The low SM non-resonant HH production cross section means that it is necessary to con-
sider final states where at least one of the two Higgs bosons decays into a final state with
a large branching ratio. The decay channel with largest branching ratio is H ! bb̄. Thus
the high-performance b-tagging capability of the proposed upgraded tracker is of critical
importance for these analyses. The SM non-resonant HH production process is dominated
by gluon-gluon fusion, leading to centrally produced Higgs bosons, hence the extended
forward tracking capability of the ITk is not expected to lead to large improvements in
sensitivity.

HH ! bb̄bb̄

The HH decay channel with the largest branching ratio (33.3%) is HH ! bb̄bb̄. Projec-
tions for this channel have been made, extrapolating from the ATLAS Run 2 analysis [43],
to estimate the sensitivity to Higgs-boson pair production with the full HL-LHC dataset of
3000 fb�1. This extrapolation assumes similar detector performance to Run 2 for jet recon-
struction and b-jet identification; as such it gives a pessimistic estimate of the sensitivity

82

Signal resolution for H → µµ 
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Liquid Argon Calorimeter + 
High-granularity timing detector (HGTD)

• LAr: 

- Current electronics is not compatible with phase-II 
requests (latency and trigger rate) 

- Radiation hardness requirements are above 
original design (1 kGy and 2.7 × 1013 neq/cm2) 

- phase-I upgraded boards will continue to be used 

- new front-end and back-end electronics 

- full granularity FE digital data sent at 40 MHz to 
back-end 

• HGTD: 

- motivation: pile-up mitigation, Improve e/ɣ and jet/
ET

miss performance 

- Lower trigger thresholds and increased physics 
acceptance; validate isolation for e/ɣ 

- sort charged tracks by time to reduce confusion in 
tracking and particle flow 

- 2.4<η<4.2; Rmin= 11 cm; Rmax = 65 cm; ΔZ ~6 cm; Δt < 50 
ps

13
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Tile Calorimeter

• motivations for the upgrade: 

- better radiation tolerance, better precision and finer trigger granularity 

- increased rate and latency 

- ageing of components exceeding the design lifetime 

• new electronics: 

- high speed optical communication for full data transmission at 40 MHz to off-
detector electronics 

- reduced modularity 

- digital information for the L0/L1 Trigger systems 

- full redundant data path and powering 

14
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Level-0 calorimeter trigger (L0calo)

• High granularity full data digital transmission from calorimeters 

• LAr and Tile calorimeter are sent separately to Feature Extractors 

• FEXs identify electron/photon/tau candidates (eFEX), jets and 
ET

miss
(jFEX) and large-R jets (gFEX) 

• HGTD possible new input to extend the electron and jet identification 
capabilities and to provide pileup rejection in the forward region 

• Outputs to Global and Topological processors
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Muon detectors

• motivation: 

- reduce the trigger fake rate in 
barrel and end-cap regions 

- increase trigger performances 

- increase geometrical coverage in 
the barrel 

• new detectors: 

- barrel inner RPC + sMDT: 

• old BIS MDT replaced by new 
(sMDT + RPC)  

• new RPC mounted on top of 
existing BIL MDT 

- TGC EIL4 

- large-eta-tagger: up to |η| = 4; 
several physics channels identified 
and under study
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Level-0 muon trigger (L0muon)

• The data from the RPC, TGC, and NSW detectors 
used in the Phase-I system will be complemented 
with BI RPC, Tile calorimeter and MDT 

• increased selection efficiency and reduce fake 
triggers 

• new MDT trigger sharpens turn-on curve and 
increase rejection power 

• possibility to loose RPC trigger selection to 
increase the geometrical acceptance in the 
barrel, from ~70% to ~95% 

• Rate suppression of ~50% for muons with pT < 20 
GeV 

• new on-detector boards full digital detector 
data sent off-detector @ 40 MHz 

• barrel and end-cap new off-detector 
boardsperform the trigger algorithm + send the 
seed to the MDT trigger processors 

• new MDT trigger processor boards match MDT 
hits with the RPC/TGC seed vectors in space and 
time (different algorithms for segment finding 
under study)
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Level-0 and Level-0/Level-1 TDAQ options

• L0 trigger rate = 1 MHz; L0 latency = 10 μs 

• The Global Event processor replaces the existing 
L1Topo and integrates topological functions with 
additional selection algorithms using additional 
information from the calorimeters 

• L0/L1 schema introduces a second level of hardware 
track trigger (pattern recognition with AM chips + 
track fitting with FPGA) 

• L0 trigger rate = 4 MHz; L0 latency = 10 μs 

• L1 trigger rate = 800 kHz; L1 latency = 35 μs 

• the L0 Global Event processor generates the 
commands Request for the read out of the 
corresponding data from the ITk detector 

• The L1Track receives ROI data from ITk and performs 
track finding 

• the L1 Global Event processor refines e/γ, τ, jets and 
ET

miss signatures and improves rejection by combining 
the refined calorimeter signature information with 
the tracking information from L1Track
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conclusions

• The large datasets that can be collected with the High-Luminosity LHC will 
allow to perform precision measurements in the 125 GeV Higgs boson sector, 
the search for rare Higgs boson decay modes and the study of low production 
cross section Standard Model processes,  as well as the search for new 
phenomena beyond Standard Model 

• Phase-I upgrades: 

- advanced state, production starting soon for most of the systems 

- Provides improved rate capabilities and background rejection for 
L=2-3x10

34
 cm

-2
s

-1
  

• Phase-II upgrades: 

- designed for L=5-7.5 x 10
34

 cm
-2

s
-1

 and 3000 fb
-1

  

- Up to factor 10 increase in radiation hardness 

- improved pile-up handling with new tracker and possible timing detector 

- trigger and readout capabilities  

- different options for the upgrades under evaluation 

- TDR by the end of 2017 (strip ITK TDR recently submitted)
19


