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Outline

• Why timing? 
• Timing of what + quantitative statements 

• Present and future ECAL timing performance 
• Fast timing detectors and implications
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HL-LHC environment
• HL-LHC harsh environment: 

• 140 (→200) collisions for bunch crossing 

• “Interesting” interactions are < 1% of produced vertices


• Individual vertices not resolved → 10% of vertex merging rate


• Highest ΣpT2 not necessarily most interesting collision 
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Lindsey Gray, FNAL

Characterizing the 200 PU HL-LHC 
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Display of a VBF H  ττ in 200 p-p collisions

U. S. CMS Upgrade Planning  for the HL-LHCV. O’Dell, 3 September 2015

U.S. CMS Upgrade Planning for the
High Luminosity LHC

Vivian O’Dell, Anders Ryd
For the Phase 2 upgrade team

1

- 0.2 - 0.1 0.1 0.2

0.2

0.4

0.6

0.8

1.0

1.2

HL-LHC
(baseline)

LHC2012

S. Fartoukh, PhysRevSTAB.17.111001

Peak density: 1.3 (1.8) mm-1 for  
140 (200) collisions per BX

“Vertex merging” rate ~10% 

Hard scatters are < 1% 
of all vertices produced

Usual metrics of how “interesting” a vertex is , 
like ΣpT2, can have reduced efficiency.

Lindsey Gray, FNAL

Characterizing the 200 PU HL-LHC 

2

Display of a VBF H  ττ in 200 p-p collisions

U. S. CMS Upgrade Planning  for the HL-LHCV. O’Dell, 3 September 2015

U.S. CMS Upgrade Planning for the
High Luminosity LHC

Vivian O’Dell, Anders Ryd
For the Phase 2 upgrade team

1

- 0.2 - 0.1 0.1 0.2

0.2

0.4

0.6

0.8

1.0

1.2

HL-LHC
(baseline)

LHC2012

S. Fartoukh, PhysRevSTAB.17.111001

Peak density: 1.3 (1.8) mm-1 for  
140 (200) collisions per BX

“Vertex merging” rate ~10% 

Hard scatters are < 1% 
of all vertices produced

Usual metrics of how “interesting” a vertex is , 
like ΣpT2, can have reduced efficiency.



Francesco Micheli ETH Zürich

Physics performance @ HL-LHC
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• Many low-level effects on object reconstruction: 
• Extra energy in jets / isolation cones from particle overlap 
• Merge of vertices and fake high pT jets 
• Degraded Jet/MET performances 
• Degraded efficiency in associate photons with vertices 

• Precise time information of different particles can mitigate these effects: 
• Timing of tracks and low pT photons: 

• Vertex reconstruction using timing info 

• Pile up mitigation: removal of extra energies in jets/ isolation cones, improved 
MET performance  

• Timing of high pT electromagnetic showers: 
• Vertex location for diphoton system 

• Compensate efficiency loss in association of H→𝜸𝜸 photons to vertex

HGCAL and/or 
additional detectors 

(last slides)

Calo-timing: ECAL 
could have a key 

role
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Calo-timing: H→𝜸𝜸 as case study
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16 5 Case studies

consistent with the nominal beam spot size, and help improve convergence of the fit and re-440

move pathological cases. In addition, a beam spot configuration with a time spread reduced to441

st0 = 50 ps has also been simulated and analyzed to verify the performance gain of this method442

in case of an extreme crab-kissing scenario (hereafter referred to as crab-smacking). The study443

was repeated for a mean number of simulated pp interaction multiplicities of 20, 70 and 140 and444

the fit convergence, which depends only on photon timing, verified to be stable. The photon445

time resolution was varied in the simulation from 5 to 50 ps, and the distance along z between446

the generated vertex of the photon pair and the ’virtual vertex’ position reconstructed via min-447

imization of the c2 was used to measure the resolution to locate the vertex. For the purpose of448

this analysis, the diphoton sample has been partitioned into two subset of events, depending449

on whether the pseudorapidity gap between the two photons is |Dh| < 0.8, or |Dh| > 0.8. This450

classification divides the diphoton sample from Higgs decays approximately in two equally451

populated samples. Photons close in h have TOFs from the vertex position to the calorimeter452

that are approximately equal, independently of the vertex position. In the sample with a small453

pseudorapidity gap between the two photons, the ability to locate the vertex position from454

photon timing alone is therefore expected to be limited.455

The results of the analysis are summarized in Fig. 13, which shows the distribution of the456

distance between the virtual and the true vertex position, when a resolution of 30 ps resolution457

is assumed on each photon. The red histogram shows the results for the HL-LHC baseline458

optics, while the green histogram shows the results for the crab-smacking configuration, i.e.459

for a hypothetical beam optics providing a collision time spread as short as 50 ps for the entire460

fill. Results for the sample with large pseudorapidity gap between the photons (|Dh| > 0.8) are461

displayed in the left panel, for the HL-LHC baseline optics. Using only the information on the462

arrival time of the two photons at the calorimeter, the vertex position along the beam axis can463

be located within 1 cm of the true vertex, for the time resolutions of 30 ps on each photons.464
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Figure 13: Distribution of the distance between the virtual vertex and the true vertex position
along the beam direction, z, in Higgs boson decays to diphotons for a Gaussian resolutions of
30 ps in the measurement of the photon time. Decay into photons with pseudorapidity gap of
|Dh| > 0.8 and |Dh| < 0.8 are shown in the left and right panel respectively. The red and green
histograms show the results for the HL-LHC baseline optics, and for an hypothetical optics
with a beam spot time spread as small as 50 ps.

In the complementary sample of photons produced at small pseudorapidity gaps (D|h| < 0.8),465

the ability to locate the vertex from photon timing alone degrades considerably, as shown by466

the red histogram of the right panel of Fig. 13. Some ability to locate the vertex is recovered467

in the hypothetical crab-smacking optics (green histogram), where an accuracy of 2.3 cm RMS468

16 5 Case studies

consistent with the nominal beam spot size, and help improve convergence of the fit and re-440

move pathological cases. In addition, a beam spot configuration with a time spread reduced to441

st0 = 50 ps has also been simulated and analyzed to verify the performance gain of this method442

in case of an extreme crab-kissing scenario (hereafter referred to as crab-smacking). The study443

was repeated for a mean number of simulated pp interaction multiplicities of 20, 70 and 140 and444

the fit convergence, which depends only on photon timing, verified to be stable. The photon445

time resolution was varied in the simulation from 5 to 50 ps, and the distance along z between446

the generated vertex of the photon pair and the ’virtual vertex’ position reconstructed via min-447

imization of the c2 was used to measure the resolution to locate the vertex. For the purpose of448

this analysis, the diphoton sample has been partitioned into two subset of events, depending449

on whether the pseudorapidity gap between the two photons is |Dh| < 0.8, or |Dh| > 0.8. This450

classification divides the diphoton sample from Higgs decays approximately in two equally451

populated samples. Photons close in h have TOFs from the vertex position to the calorimeter452

that are approximately equal, independently of the vertex position. In the sample with a small453

pseudorapidity gap between the two photons, the ability to locate the vertex position from454

photon timing alone is therefore expected to be limited.455

The results of the analysis are summarized in Fig. 13, which shows the distribution of the456

distance between the virtual and the true vertex position, when a resolution of 30 ps resolution457

is assumed on each photon. The red histogram shows the results for the HL-LHC baseline458

optics, while the green histogram shows the results for the crab-smacking configuration, i.e.459

for a hypothetical beam optics providing a collision time spread as short as 50 ps for the entire460

fill. Results for the sample with large pseudorapidity gap between the photons (|Dh| > 0.8) are461

displayed in the left panel, for the HL-LHC baseline optics. Using only the information on the462

arrival time of the two photons at the calorimeter, the vertex position along the beam axis can463

be located within 1 cm of the true vertex, for the time resolutions of 30 ps on each photons.464

Vertex location accuracy (mm)
-100-80 -60 -40 -20 0 20 40 60 80 100

Ev
en

ts
 / 

4 
m

m

0

20

40

60

80

100

120

140

Baseline HL-LHC: 160 ps 
 

 > 0.8
γγ

η∆

Vertex location accuracy (mm)
-100-80 -60 -40 -20 0 20 40 60 80 100

Ev
en

ts
 / 

4 
m

m

0
10

20
30

40

50
60

70
80

 < 0.8
γγ

η∆

Baseline HL-LHC: 160 ps
Crab-smacking: 50 ps

Figure 13: Distribution of the distance between the virtual vertex and the true vertex position
along the beam direction, z, in Higgs boson decays to diphotons for a Gaussian resolutions of
30 ps in the measurement of the photon time. Decay into photons with pseudorapidity gap of
|Dh| > 0.8 and |Dh| < 0.8 are shown in the left and right panel respectively. The red and green
histograms show the results for the HL-LHC baseline optics, and for an hypothetical optics
with a beam spot time spread as small as 50 ps.

In the complementary sample of photons produced at small pseudorapidity gaps (D|h| < 0.8),465

the ability to locate the vertex from photon timing alone degrades considerably, as shown by466

the red histogram of the right panel of Fig. 13. Some ability to locate the vertex is recovered467

in the hypothetical crab-smacking optics (green histogram), where an accuracy of 2.3 cm RMS468

• Diphoton vertexing efficiency (|zvtx-ztrue|<1cm) in H→𝜸𝜸: 

• Phase I LHC: ~75-80%, it goes to 30% for HL-LHC 

• With 30 ps resolution for photons: 

• For |Δη𝜸𝜸|>0.8: 68% for  vertex location with photon timing alone (50% of total events) 

• For |Δη𝜸𝜸|<0.8: Poor performance on vertex location with photon timing alone
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• For central events time of vertex and/or kinematics also needed

16 5 Case studies
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Figure 13: Distribution of the distance between the virtual vertex and the true vertex position
along the beam direction, z, in Higgs boson decays to diphotons for a Gaussian resolutions of
30 ps in the measurement of the photon time. Decay into photons with pseudorapidity gap of
|Dh| > 0.8 and |Dh| < 0.8 are shown in the left and right panel respectively. The red and green
histograms show the results for the HL-LHC baseline optics, and for an hypothetical optics
with a beam spot time spread as small as 50 ps.

In the complementary sample of photons produced at small pseudorapidity gaps (D|h| < 0.8),465

the ability to locate the vertex from photon timing alone degrades considerably, as shown by466

the red histogram of the right panel of Fig. 13. Some ability to locate the vertex is recovered467

in the hypothetical crab-smacking optics (green histogram), where an accuracy of 2.3 cm RMS468
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Figure 13: Distribution of the distance between the virtual vertex and the true vertex position
along the beam direction, z, in Higgs boson decays to diphotons for a Gaussian resolutions of
30 ps in the measurement of the photon time. Decay into photons with pseudorapidity gap of
|Dh| > 0.8 and |Dh| < 0.8 are shown in the left and right panel respectively. The red and green
histograms show the results for the HL-LHC baseline optics, and for an hypothetical optics
with a beam spot time spread as small as 50 ps.

In the complementary sample of photons produced at small pseudorapidity gaps (D|h| < 0.8),465

the ability to locate the vertex from photon timing alone degrades considerably, as shown by466

the red histogram of the right panel of Fig. 13. Some ability to locate the vertex is recovered467

in the hypothetical crab-smacking optics (green histogram), where an accuracy of 2.3 cm RMS468
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The graphs, for a pileup condition with an average of 100 reconstructed vertices per event,503

show the fraction of events in which the diphoton vertex has a rank equal or better than the504

rank in the horizontal axis. In 95% of the cases the diphoton vertex ranks amongst the first 10505

or 20 vertices, for events with D|h| > 0.8 or D|h| < 0.8, respectively. In other words, even in the506

least favourable case of diphotons with D|h| < 0.8, this method provides a fivefold reduction507

of the effective multiplicity of collisions for a marginal loss of efficiency for the diphoton vertex.508

The independent BDT analysis of the vertex kinematics can thus be applied to a restricted list509

of vertices, comparable in size to LHC (if not even lower), and is therefore expected to provide510

similar performance (if not even higher).511
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Figure 15: Left: Distribution of the c2 of diphoton vertices (red histogram) and of pileup ver-
tices (blue histogram), for 30 ps resolution in the calorimeters, 25 ps resolution in vertex timing,
HL-LHC baseline optics, and a selection of photon pairs with D|h| < 0.8. Right: Fraction of
events in which the diphoton vertex has a rank equal or better than the rank in the horizontal
axis, for events with an average number of 100 reconstructed vertices.

An efficient vertex identification is important not only for the mass resolution, but also for cor-512

rect measurement of the photon isolation relative to charged particles and energy deposits. In513

presence of high pileup or in case of incorrect vertex identification, prompt photons appear514

to be less distinguishable from neutral particles in hadron jets. The combination of precisions515

timing and kinematics analysis of the vertex properties, even if the combination has not been516

tested in full detail, appears to provide sufficient information to retain in extreme pileup con-517

ditions the performance of photon identification based on isolation variables to a level at least518

comparable to the operation at LHC.519

In summary, we have shown that a measurement of the arrival time of photons with a preci-520

sion of order 30 ps would enable to estimate the vertex position from which the two photons521

originate with a precision of about 1 cm, for events with D|h| > 0.8 of the two photons. This522

precision is sufficient to retain during HL-LHC operation the performance achieved by CMS at523

the LHC in the reconstruction of the diphoton invariant mass and in the photon isolation. Pre-524

cision timing is more needed in the barrel than in the endcap region, given that pseudorapidity525

distribution of the photons. For about 50% of the diphoton events, with D|h| < 0.8, a precision526

measurement of the time of each photon in the calorimeter alone would not be sufficient to527

locate the vertex with the desired accuracy. The time of vertices must also be known with a528

precision of about 25 ns to enable the TOF measurement of the photons.529

30 ps calorimeters
25 ps vertex

• Diphoton vertexing efficiency (|zvtx-ztrue|<1cm) in H→𝜸𝜸: 

• Phase I LHC: ~75-80%, it goes to 30% for HL-LHC 

• With 30 ps resolution for photons: 

• For |Δη𝜸𝜸|>0.8: 68% for  vertex location with photon timing alone (50% of total events) 

• For |Δη𝜸𝜸|<0.8: Poor performance on vertex location with photon timing alone
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MIP and low energy photons timing
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More details with case 
studies on both calo and 

tracking timing here:  
Fast Timing Working 

Group Report

More thoughts on 
implications slides 13-16

20 6 Conclusions
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Figure 16: Distribution of the pT sum of all reconstructed PF photons (left) and all reconstructed
PF particles (right) for a QCD event sample with a flat pT distribution without pileup and
three different scenarios (orange) and for an average of 140 pileup interactions and different
scenarios (black: charged hadron subtraction, loose and tight timing selection; red: PUPPI,
with and without tight timing selection).

demonstrations that fast timing recovers the LHC Phase 1, 50 pileup, performance of the CMS575

detector in a 200 pileup environment when examining case studies of the track reconstruction576

and H ! gg primary vertex assignment.577

There is an important role for fast timing systems in the CMS upgrades as a way of extending578

particle flow capabilities achieved at 140 pileup events to 200 pileup events per bunch cross-579

ing, where significant degradation is demonstrated in the Scope Document. In particular, the580

studies of the missing transverse energy distribution show significant improvement with the581

tracker extension at 140 pileup, while at 200 pileup a large fraction of this performance gain is582

lost. Additionally, analyses like H ! gg or any analysis involving Emiss
T stand to greatly benefit583

from use of fast timing, by removal of merged vertices and through providing new informa-584

tion by which the hard-scatter vertex of the event can be identified. It is also indicated, though585

it remains to be fully proven, that fast timing provides significant redundancy and improved586

purity for assigning forward tracks to vertices.587

The greatest performance benefits are observed when timing information from neutrals is588

matched with time-zero information from the vertices, extracted from charged tracks. An “her-589

metic timing system”, with the ability to assign precision timing information to individual590

particles, neutral and charged, and to associated reconstruction objects, such as vertices and591

jets, would enable to recover from some of the performance losses through pileup mitigation,592

and to extend the particle flow reconstruction capabilities from 140 to 200 PU. At the software593

level, hermetic timing requires the development of designated algorithms for event reconstruc-594

tion, to integrate the time information in particle flow reconstruction methods. At the hardware595

level, it requires enhanced timing capabilities in the calorimeters, to measure photons – down596

to low energies – with precision of order 30 ps, and fast timing of charged hadrons. Enhance-597

ments to the ECAL barrel timing would provide essential timing information for at least high598

pT photons in the barrel and the multihit SiPAD technique in the HGCal would provide neu-599

tral timing in the endcap region. The calorimeter systems will also have capability for high600

pT charged hadron timing with the electromagnetic core. A dedicated timing layer with high601

0 PU

140PU 
+timing

• With O(25) ps resolution on both neutrals and tracks 50 PU performance 
recovered 

• Vertex merging reduced by ~1 order of magnitude 

• With hermetic timing system pileup mitigation recover performance loss of PF 
reconstruction

QCD event sample: pT sum of all reconstructed particles

“The greatest performance 
benefits are observed when 
timing information from 
neutrals is matched with 
time-zero information from 
the vertices, extracted from 
charged tracks.” 

http://cds.cern.ch/record/2143491?ln=en
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Current timing performance
• ECAL performance @ LHC collisions at 8 TeV: 

• Ecal Timing paper of 2009 shows constant term 40ps on neighbouring xtals 
• ∼150-250 ps for electron from Z → ee events  

• To achieve detector-wide good resolution clock stability is needed 
• Clock distribution monitored with laser system: 

• Timing resolution of ∼ 40 ps measured for crystals illuminated at the same time 
• Instabilities measured over time due to power cycle for channels in same token ring 

8

Clock distribution

• Time di�erence between crystal belonging to di�erent ECAL region (i.e.
Z æ ee) sensitive to clock distribution accuracy and stability.

• Clock distribution monitored using laser system:

• timing resolution of ≥ 40 ps
measured for crystal illuminated at
the same time.

• Clock distribution instabilities
measured over time (≥ 100 ps over
days).

Simone Pigazzini Precision timing with PbWO crystals CALOR 2016 4 / 10

• Absolute time of 
laser could be used 
as reference to 
equalize different 
regions and improve 
resolution
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Precision timing test beam

• Fall 2015: 

• Test beam in H4 with electrons up to 200 GeV 

• 2x3 barrel xtal matrix, different photodetectors configuration: 

• APD (back), MCP (front) (→ to give reference time), SiPM-MCP (front) 

• Previous TB: timing studies looking at xtals in same shower 

• This TB: We measure time wrt time of entrance of electron on the xtal

9

Reference Time APD time
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Timing TB setup
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• 2x3 barrel PWO crystals:  
• VFE board interfaced with fast digitizer 
• one row with standard MGPA electronics, one row with MGPA shaping time 

reduced by a factor 2 (dV/dt x 2 at the same shower energy). 

• Using MGPA GAIN 6 (to fit within digitiser dynamic range for all energies) 

•  3 crystals with photodetectors from the front: 2 crystals with HPK SiPMs, 1 crystal with 
HPK MCP  

• 2 MCP in front of the crystal matrix used as reference timing for the electron 

• Time resolution of MCP reference time ~25ps (subtracted in quadrature for coming 
resolution plots)
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APD: Test beam results
• Waveforms sampled at 5Gs/s 

• Two shaping time configuration tested: 43 ns (standard) and 21.5 ns 

11

TB: digitized APD signal

• APD signal time obtained from a template fit to the digitised pulse shape (160 
samples used in the fit) 
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APD: Resolution vs amplitude
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Noise dominated by test beam electronics: 
Noise of the differential to single ended buffer 
used to send the signal to the digitiser (same 
noise level for APD1 & APD2, but APD2 has ~ 
x2 dV/dt).  

Resolution as a function of A/σ follows a 
common curve for APD1&2.  
In CMS for 50 GeV shower A/σ ~ 800   
Constant term below 30ps indicates that 
intrinsic PbWO4+APD jitter is below this 
value.

Resolution vs Energy
Resolution vs A/σ
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SiPM: Front face light collection
• Two SiPM attached to the crystal front face. Time extracted with a NINO board. 

• Coincidence between the two SiPM proves that SiPM + NINO has resolution ~25 ps 

• Comparison with reference MCP time yields to a timing resolution limited to 70-80 ps. 

13

• Largest time resolution component in 
reading from the front could come from 
shower fluctuations 

• Dimensions of the SiPM also matter 

• Necessary to iterate with two SiPM on 
the bottom and different SiPM
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ECAL Timing resolution
• ECAL Timing resolution: 

• Time intrinsic resolution better then 30ps is possible for PWO+APD (for shower >30 GeV) 

• In the TB, main time resolution contribution dominated by external noise (not coming 
from the MGPA). Resolution scales with dV/dt as expected. 

• Bandwidth limit of the APD+kapton (35 MHz) limits fast rise time. Could be another 
important limiting factor. (see Marc slides) 

• Jitter depends on many factors: which parts of the pulse is used, radiation damage, 
shaping or not pulses (see Sasha’s slides). To be studied further on both simulations and 
data. 

• Front face readout promising, needs more understanding of limitations 

• Promising, to be demonstrated: 

• Clock stability needed to achieve detector wide timing resolution of ∼ 40 ps can be 
maintained with laser monitoring system

14
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Future plans

• Slightly different waveforms at different energies: 

• Probably electronics but could be related to 
time of arrival of photons 

• Important to assess linearity of electronics: 

• Linearity study of TB electronics in lab with 
LED/LASER on APD envisaged 

• This study can be done also on new 
electronics

15

Paolo Meridiani

WAVEFORMS

6

Derived average waveforms for different shaping times and for different 
energies 

Some non linearities appear as a function of the energy and for the same 
energy for different APD gain (excluding an effect which comes from light 
collection)

Paolo Meridiani

WAVEFORMS NON LINEARITIES

7

These non linearities makes very difficult to estimate absolute time shifts from 
this dataset  

Need to understand where this comes from: AD8130 response? AC coupling? 

Some parametrisation can be tried to interpolate between different 
amplitudes (not available at the moment)

ZOOM

• Final assessment of intrinsic timing performance for EB Phase II electronics will require 
further studies both on simulation and test beam:

• Final goal of this test beam season: 
• Intrinsic timing of shower on APD and non-linearities to correct (shower development & 

fluctuactions) 

• Test beam with new electronics: Matrix 30 xtals, with APD (also irradiated and 
blackened) in Summer
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Fast timing layer

• Two possible configurations: 
• Thin layer :


• Timing for MIPs 
• Can be inside tracker  

• Constraints from tracker upgrade → 
probably outside 

• “Thick” preshower-style layer : 
• Timing for MIPs and photons  
• Strictly outside tracker 

•  Layout  
• Granularity of order 1cm 
• Rate capability up to 106-107 Hz
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Where to put a timing layer?

๏Last time discussed three 
possibilities

๏“Thin” MIP timing layer

• Outside or inside tracker

๏“Thick” pre-shower style device

• strictly outside tracker

๏Placement determines pT 
acceptance and vertexing efficiency

• Need to know what is “allowable” 
given the constraints of the tracker 
and the ECAL

• Need to know requirements for 
mitigation of radiation damage to 
sensors (cooling, etc)

4

Timing detector options for tracks  

!
}  Thin layer with timing for MIPs !
}  Rely on EB upgrade for photons!

}  Thicker layer (preshower) with 
timing for MIPs and photons  
(and energy)!

}  [Would relieve ECAL electronics 
upgrade ] !
!

}  Addition to the tracker, examples:!

09/02/16!10!

Lindsey Gray, FNAL

Where to put a timing layer?

๏Last time discussed three 
possibilities

๏“Thin” MIP timing layer

• Outside or inside tracker

๏“Thick” pre-shower style device

• strictly outside tracker

๏Placement determines pT 
acceptance and vertexing efficiency

• Need to know what is “allowable” 
given the constraints of the tracker 
and the ECAL

• Need to know requirements for 
mitigation of radiation damage to 
sensors (cooling, etc)

4

• An integration/alternative is a fast timing layer before ECAL: (see slides 2-4)
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Possible technologies
• Silicon timing detectors: 

• Fast silicon sensors with internal gain  

• Use gain to extract clean MIP signature and sharpen rise time for precise 
timing measurement  

• Thin crystals with fast photosensors (SiPM): 

• Different scintillating crystals (LSO, LYSO, LuAG) 

• Small crystals reduce time dispersions 

• Micro-channel plate devices (MCPs): 

• Direct ionization and Cherenkov radiatior configuration tested

17

S.White, at Frontier Detectors etc., Elba, (Italy) 2015

A.Benaglia, P. Lecoq, et al., 
Pub. in Preparation

A.Ronzhin et al, Nucl. Instrum. Meth. A795 (2015) 52–57; L.Brianza et al. Nucl. Instrum. 
Meth. A797 (2015) 216–221;  A.Bornheim, Frontier Detectors, Elba 2015; Dustin 
Anderson et al., Precision timing calorimeter for high energy physics

https://agenda.infn.it/getFile.py/access?contribId=23&sessionId=12&resId=0&materialId=slides&confId=8397
https://indico.cern.ch/event/491274/contributions/1168472/attachments/1225258/1793312/2016_02_09_ECALUpgradeMeeting.pdf
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Possible technologies - II
• Big test beam program ongoing: 

• Last test beam campaign finished two weeks ago 

• Devices tested with muons, pions and electrons in H2 and T9 

• Technologies are different but in general similar performance in terms of timing 
resolution: 

• Resolution ~ 20-30 ps achievable

18

Lindsey Gray, FNAL

Silicon Timing Detectors [1]

๏Silicon sensors with internal gain

• Use gain to extract clean MIP signature and sharpen rise time for precise timing measurement

๏R&D on high gain APDs with field shaping and capacitative readout in 1 cm
2
 pads

• “Hyperfast Silicon”:

๏Further R&D includes “Low-Gain Avalanche Device” (LGAD)

• “Ultrafast” Silicon Device (UFSD) expect 30-50 ps for thin sensors

• Measured 120 ps using thick sensor in test beam

- New samples on the way, validate sim. expectations

8

σ = 16 ps

S.White, at Frontier Detectors etc., Elba, (Italy) 2015

Tested to 0.9e14 
1 GeV n. eq. 

Tested to ~1e14 1 GeV n. eq.  
Some radiation issues known.

N. Cartiglia, CERN Detector Seminar

Looking at transimpedance 
amplifier from Newcomer, 

et. al. (Penn)

Looking at electronics from 
UCSC/Torino

Lindsey Gray, FNAL

Scintillating Crystal Timing Detectors [2]

๏Thin Crystals with Fast Photosensor

• LYSO with SiPM + NINO tested with muons

• Small crystals reduce light dispersion

- Efficient, prompt photo-statistics

- 3 mm x 3 mm x 5-30 mm in test beams

9

LSO:Ce:Ca + FBK NUV SiPM timing 
measurements

11

• We measure                        
σCTR ~ 14.5 ps 
for 5 mm crystals 
(after time-walk correction) 

• This means 
σsingle ~ 10 ps 
(assuming the two crystals 
equally contribute)

 (ns)xtal1 time− xtal2t = time∆

0.2− 0.15− 0.1− 0.05− 0 0.05 0.1 0.15 0.2 0.25

ev
en

ts

0

50

100

150

200

250

LSO:Ce,Ca crystal (5 mm) + FBK NUV-HD SiPM

uncorrected

amp. walk corrected

 0.6) ps± = (26.9 CTRσ

 0.5) ps± = (14.5 CTRσ

length:  
5 mm

muon beam

σ ~ 10 ps / crystal 

Crystal 2

Crystal 1

σcoinc = (26.9 ± 0.6) ps
σcoinc = (14.5 � 0.5) ps

o Uncorrected
• Amp. walk corr.

A.Benaglia, P. Lecoq, et al., Pub. in Preparation

More technologies in 
backup!

Test beams in spring & 
summer for further testing.

On the Properties of Crystal Timing in LYSO

Silicon Crystals

Beam test results on the detection of single particles and electromagneticshowers with microchannel platesS. PigazziniUniversità degli Studi di Milano-Bicocca & INFN, Italy
simone.pigazzini@cern.ch

:HL-LHC will reach 140-200 concurrent interaction per beam-crossing (pile-up).
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:Pile-up level could bereduced to LHC sce-nario exploiting timespread of interactionvertices.
:Time of interactionsavailable throughmeasurement of rela-tivistic charged parti-cles (MIP).

Why fast timing at HL-LHC

•Largely used as photo-multiplier devices ∼ 10 pstime resolution.
•Current technology donot provide radiation-hardcathode material,
: exploit direct ionizationof MCP layers.

Micro channel plate technology

• Electrons beams:
: 500 MeV at Laboratori Nazionali di Frascati.
: 20 − 50 GeV at CERN North Area.

• Plastic scintillator for trigger and par-ticle count.
• PMT-MCP as time reference.
• Different devices tested:
:Double layer MCP:

• Two layers with the same aspect ratio (porelength / pore diameter).
• Two layers of different aspect ratio.

:Triple layer MCP. : for higher efficiencyto single particle.

Experimental setup

Brianza, L. and others, Response of microchannel plates to single particles and to

electromagnetic showers. Nucl. Instrum. Meth. doi:10.1016/j.nima.2015.06.057.
References

•PMT-MCP has 100% effi-ciency to single relativisticparticles.
•For iMCP efficiency is pro-portional to the bias voltage.
: Describing the MCP gainas the continuous limit ofstandard multi-dynode PMTthe iMCP efficiency can beparametrized as:

� = �

�1 −

1
�−��(V /V0)+1

�

iMCP efficiency to single MIP

•Efficiency to single rel-ativistic charged parti-cle up to 70% with threelayer iMCP.
•Efficiency, as expected,scales with particlemultiplicity.
: efficiency to EMshowers reach 100%after few radiationlength (X0).

iMCP efficiency to electromagnetic showers

•Time resolution of iMCP ∼ 20ps to both single particle andEM showers.
iMCP time resolution

MCP

σ~20 ps

MIP
MIP

500 MeV 
electrons
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A tentative scenario
• Preshower style xtals + fast photodectors in equipped layer in front of ecal 

• Has to be taken “cum grano salis” but not so unrealistic

19

Lindsey Gray, FNAL

A “Toy” Example of a Timing Layer

7
A.	Galdames	Perez,	A.Conde,	E.	Auffray,	EP-CMX	

Representative of a scenario that 
integrates a crystal-based timing layer 

flush to the ECAL. Need to understand how this morphs 
to other technologies.

A.	Galdames	Perez,	A.Conde,	E.	Auffray,	EP-CMX	

On the timing side, people have already been 
throwing around ideas.  

(This is actually from before talks with Duccio)

• Dimensions could be of the order of ~1 cm on 3 dimensions: 

• Small xtals = small travel time 
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Implications on ECAL upgrade
• Fast timing layer in preshower configuration: 

• Timing of both high and low energy electromagnetic shower (not possible for ECAL) 
• Timing in ECAL still useful (hits cleaning, spike rejections, association, pulse shape studies…) 
• Impact on energy resolution should be marginal 

• Preshower for mips and low-energy photons + ECAL would allow to fully exploit timing 
potentiality associating ECAL info to vertex time. 

• Fast timing schedule is tight: 

• First report establishing proof of principle and case studies already out: 
• Physics case showing that 50PU performance are recovered 

• Studies ongoing on: 
• Reconstruction and physics performance, devices and detector design and cost 

• First report at ECFA 2016 in Autumn, final report ~March 2017

20
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Conclusions
• ECAL with stand-alone timing is promising: 

• PWO intrinsic timing resolution of PbWO4 + APD system better then 30 ps  

• Main time resolution contribution in this TB is dominated by external noise  

• Some non-linearities to be understood with lab tests and simulations 

• If clock stability achieved detector wide: 

• Promising monitoring with laser system 

• Fast timing layer could be an interesting upgrade option: 

• Unlikely to get better then 30ps for E<30 GeV with ECAL, low energy photons 
important for  PU cleaning of Jets/MET (Assessment of JET cleaning and MET 
performance w or w/o low pT photons in ECAL interesting future study) 

• Best performance when we combine ECAL time info together with vertex time 

• Technology and final physics performance studies ongoing

21
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BACKUP

22
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HL-LHC environment

23

Lindsey Gray, FNAL

Characterizing the 200 PU HL-LHC 

2

Display of a VBF H  ττ in 200 p-p collisions

U. S. CMS Upgrade Planning  for the HL-LHCV. O’Dell, 3 September 2015

U.S. CMS Upgrade Planning for the
High Luminosity LHC

Vivian O’Dell, Anders Ryd
For the Phase 2 upgrade team

1

- 0.2 - 0.1 0.1 0.2

0.2

0.4

0.6

0.8

1.0

1.2

HL-LHC
(baseline)

LHC2012

S. Fartoukh, PhysRevSTAB.17.111001

Peak density: 1.3 (1.8) mm-1 for  
140 (200) collisions per BX

“Vertex merging” rate ~10% 

Hard scatters are < 1% 
of all vertices produced

Usual metrics of how “interesting” a vertex is , 
like ΣpT2, can have reduced efficiency.

Lindsey Gray, FNAL

Adverse Effects of High-Pileup

๏A number of unfavorable, low level effects

• Merged vertices and fake high pT jets 

• Loss of efficiency to associate high energy photons to vertices

• Significantly degraded MET performance

๏These issues are being looked at by both collaborations, in addition to studying detector, 
electronics, and reconstruction technologies that fit the required performance

• One avenue for pileup mitigation that is being investigated now is fast timing
3

XX XX

High ΣpT2 events from 
unresolved vertices

‘Promoted’ jets from spatially 
unresolved vertices

Extra energy in jets / isolation cones 
from overlap of (neutral) particles

Jet Resolution
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Jet resolution of corrected jets as a function of generator level pt in three different regions 
of the detector, the barrel region 0 < |η| < 1.3 (left), the endcap region 1.3 < |η| < 3.0 
(middle), and the forward region |η| > 3.0 (right).!
!
Jet resolution is degraded due increased PU and with the aged Phase 1 detector. Jet 
reconstruction using PUPPI mitigates this effect.!
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4-Dimensional vertex reconstruction

24

4-Dimensional Vertex Reconstruction 1

12

The space-time structure of simulated and reconstructed vertices 
assuming a mock-up of a fully covering fast-timing layer in 50 (slide 13) 

and in 200 (slide 14) pileup events shown, the hard scatter event is 
Hγγ. The assumed timing resolution per track is 20 ps. The input 

simulated vertices are shown for reference.

The 4D vertices are reconstructed using a simulated annealing 
algorithm that is a higher dimensional extension of the vertexing 

algorithm [1] used presently in CMS. 4D Tracks are constructed by 
determining the time-stamp at the distance of closest approach using 

smeared simulation information. A pT cut of 1 GeV is required for 
tracks to enter the vertex fit.

 Instances of vertex merging for the 3D algorithm can be seen in 50PU 
at −7.3 cm and 3 cm, and throughout the 200PU plot. 

[1] https://cds.cern.ch/record/865587

Slide from L. Gray
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4-Dimensional vertex reconstruction

25

4-D Vertex Reconstruction 2

13
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(to reduce complexity)

Slide from L. Gray
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Vertexing with high pT photons
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20

Above is a space-time diagram displaying ability to correlate calorimetric timing with 
track timing, using a H → γγ decay as illustration. The reconstructed time for the 

photons from the hard scatter, in green, can be cross referenced with the time 
information of the 4D vertices. A triple coincidence, seen at (2.4 cm, -0.05 ns), of the 

two photons and a track vertex in space-time indicates uniquely the signal vertex. The 
event is generated from a pileup distribution with mean 20 to improve clarity. 

Slide from L. Gray
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PWO pulse shape from simulation
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Scintillation
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Total

Contribution from Cherenkov radiation is estimated to be about 11%
by simulating photons in EM showers within full range of detectable � = 300 – 1000 nm
Relative light output of Cherenkov and scintillation photons in PbWO4 was determined by simulating experimental results
for 150 GeV muons reported in N. Akchurin et al., “Contributions of Cherenkov light to the signals from lead tungstate

crystals”, NIM A582 (2007) 474-483

Due to instantaneous emission
of Cherenkov photons, most of
them arrive earlier than
scintillation photons

7 Slide from A. Ledovskoy


