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Introduction
● at a luminosity of 1.234 cm-2s-1, or 12 Hz/nb, the LHC will produce ~1 billion 

inelastic proton-proton collisions per second

● to save all of these collision events, the larger experiments would need to read, 
process, transfer, and store, tens of TB per second, or hundreds of PB per hour

● but do we even need such large amount of data ?

● the more interesting physics processes are much, much rarer than the 
inelastic proton-proton scattering !
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LHC operations in 2016

● two proton beams, colliding at an energy of 13 TeV                          σpp = 80 mb
● 25 ns bunch spacing
● ~2000 proton bunches, colliding every 11.2 kHz 
● collisions at ~23 MHz

● current peak luminosity
● 1.2 x 1034 cm-2s-1  =  12 nb-1/s

● pileup !
● 12 nb-1s-1 x 80 mb = 1000 MHz
● average pileup at peak luminosity ~ 42

2016.02.22 The Trigger of the CMS Experiment 3
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Introduction
● at a luminosity of 1.234 cm-2s-1, or 12 Hz/nb, the LHC will produce ~1 billion 

inelastic proton-proton collisions per second

● at the same luminosity, we expect the production of more than 1000 W and Z per 
second, 1 t  pair per secondtt , a few Higgs bosons per minute …

finding   a Higgs boson
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Introduction
● at a luminosity of 1.234 cm-2s-1, or 12 Hz/nb, the LHC will produce ~1 billion 

inelastic proton-proton collisions per second

● at the same luminosity, we expect the production of more than 1000 W and Z per 
second, 1 t  pair per secondtt , a few Higgs bosons per minute …

● finding one Z boson is like finding a single person in a city like Stockholm !

● finding a t  decay is like finding a tt single person in  all of Europe !

finding   a Higgs boson

EVERY SECOND !



2016.07.25 Andrea Bocci - Trigger for LHC Physics 6 / 52

Introduction
● at a luminosity of 1.234 cm-2s-1, or 12 Hz/nb, the LHC will produce ~1 billion 

inelastic proton-proton collisions per second

● at the same luminosity, we expect the production of more than 1000 W and Z per 
second, 1 t  pair per secondtt , a few Higgs bosons per minute …

● finding one Z boson is like finding a single person in a city like Stockholm !

● finding a t  decay is like finding a tt single person in  all of Europe !

● finding   a Higgs boson     is like finding a single person on the whole Earth !

EVERY SECOND !
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Can you find me ?
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Can you find me ?
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Why do we “trigger” ?
● last year, the LHC produced at ATLAS and CMS

● ~ 3 million Z  µµ events→

● ~ 50 thousand Higgs bosons
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Why do we “trigger” ?
● last year, the LHC produced at ATLAS and CMS

● ~ 2 × 1014 pp collisions !

● ~ 3 million Z  µµ events→

● ~ 50 thousand Higgs bosons
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Introduction
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What does it mean …
● … to “trigger” ?

● Analyse as quickly as possible all the collision events
 → low latency and processing time

● Discard as soon as possible, as quickly as possible, the events deemed not interesting
 → high purity

● While keeping as many as possible of the interesting physics events
 → high efficiency
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Trigger Signatures

High pT e,ɣ High p
T
 jets High p

T
 μ

global quantities:
total and missing transverse energy
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A layered approach
● different architectures

● no “one size fits all” solution
● take advantage of the information 

available at each step

● successive steps
● reduce data rate
● increase granulaity and complexity

Level 1 Trigger  

~1 kHz

   40 MHz

LHC

High Level Trigger

Offline reconstruction 
and analyses

100 kHz



Level 1 Trigger
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Electromagnetic 
Calorimeter

muon chambers
(RPC, CSC, DT)

Level 1 Trigger: CMS
● fast readout of the detector, with a coarse granularity

● implementation 
● hardware: ASICs and FPGAs
● synchronous operation
● 40 MHz LHC clock

● constraints from the detectors
● pipeline: ~4 μs to take a decision
● readout: 100 kHz maximum output rate

Hadronic
Calorimeter
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L1 Calorimeter Trigger
● Combines inputs from the electromagnetic and hadronic calorimeters

● applies position- and energy-dependent calibrations

● Look for signatures of several physics objects
● electrons, photons
● jets, τ leptons

● Computes global quantities:
● total transverse energy (ET) and missing transverse energy (MET)
● sum of transverse energy from all jets
● etc.
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Level 1 Jets
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Level 1 Electrons and Photons
● discrimination between jets 

and e/gamma candidates
● H/E (ratio HCAL / ECAL energy)
● cluster shape

● isolation
● energy in a 6×9 region
● E+H6x9 - E2x5 - H1x2 < isolation cut

● function of position and pileup

● estimate pileup from the number of trigger towers above threshold

`

isolation region

HCAL

ECAL
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Level 1 Taus
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Level 1 Muon Trigger

CMS L1 Muon Track Finders
● collect hits and track segments from each muon 

detector
● reconstruct muon tracks from the hits and segments 

in the different regions (barrel, overlap, endcap)
● for each candidate

– measure pT from muon track bending in the 
magnetic field

– assign η, φ and quality from the track properties

CMS Global Muon Trigger
● combine the candidates from the three regions
● removes duplicates
● select the 8 leading muon candidates
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Bringing it all together
● combine the information from the L1 trigger 

candidates
● ATLAS Topological and 

Central Trigger Processor
● CMS L1 Global Trigger

● if the event passes any of the L1 trigger 
algorithms …

● one or more candidates above thresholds
● correlation between candidates (Δη, Δφ, …)
● etc. 

● … accept the event
● perform the full readout of the detector
● send the event to the High Level Trigger

ATLAS Level 1 Trigger
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A trigger “menu”
L1_SingleMu16

L1_DoubleMu_10_3p5

L1_DoubleMu0er16_WdEta18

L1_DoubleMu_10_0_WdEta18

L1_TripleMu0, L1_TripleMu_5_5_3

L1_QuadMu0

L1_SingleJet128

L1_DoubleJetC84

L1_TripleJet_84_68_48_VBF

L1_QuadJetC40

L1_ZeroBias

L1_SingleMuOpen_NotBptxOR

L1_SingleJetC32_NotBptxOR

L1_SingleEG20

L1_SingleIsoEG18er

L1_DoubleEG_15_10

L1_TripleEG_14_10_8

L1_DoubleIsoTau28er

L1_DoubleTau40er

L1_Mu16er_TauJet20er

L1_IsoEG20er_TauJet20er_NotWdEta0

L1_Mu4_EG18, L1_Mu5_EG15, L1_Mu12_EG10

L1_Mu5_DoubleEG5, L1_DoubleMu6_EG6

L1_HTT100

L1_ETM50

L1_Mu0er_ETM40, L1_Mu10er_ETM30
extract from CMS Level 1 Trigger “menu” (2015)
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Pileup
● remember ?

● collisions at ~23 MHz
● 12 nb-1/s x 80 mb = ~ 1000 MHz
● average pileup at peak luminosity ~ 42
● on average, each “interesting” collision 

event is overlaid with more than 40 
“minimum bias” collisions

● these “pileup” events are
● independent from the “interesting” one
● hard to disentangle without detailed tracking information

● what is the impact on the triggers ?
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Pileup

● some triggers are mostly unaffected
● e.g. single lepton triggers, or high pT jet triggers

CMS single muon trigger, pT > 20GeV (2015)
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Pileup
● some triggers are heavily affected

● e.g. triggers based on multiple objects or global quantities like missing ET

… but they can be improved with various “pileup subtraction” techniques

ATLAS missing ET trigger (2015)CMS triple muon trigger, pT > 5, 5, 3 GeV
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But, wait …
● … where does the limitation to the Level 1 Trigger rate come from ?

● the information in input to the L1 trigger is available for every collision event
● by itself, the L1 trigger could even accept every event

● accepting an event means triggering the full readout of the detector
● this is limited by the detector electronics, front-end boards, and DAQ system
● for CMS and ATLAS, the limit is 100 kHz
● for LHCb, the limit is ~ 1 MHz

● trying to read more events causes back pressure and dead time
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Dead time
● dead time is the fraction of time that a detector is unable to process its input

● because it is already processing the previous events
● because of problems in the readout, etc.

● dead time is unbiased, that is, it does not depend on the events being lost
● must be taken into account when considering the integrated luminosity !

CMS Level 1 trigger rate

  •   accepted events

  •   lost events

Example of dead time due to 
detector readout issues Example of dead time due to high trigger rate



High Level Trigger
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High Level Trigger
● the events accepted by the Level 1 Trigger are

● read out from the front-end electronics
● assembled in by the DAQ
● reconstructed, analysed and 

filtered by the High Level Trigger

● the High Level Trigger is software-based
● C++, ROOT, experiment's framework, …
● runs on a cluster of commercial computers
● process events in parallel
● runs at the L1-accept rate (100 kHz ~ 1 MHz)
● reduces the event rate to 1 kHz ~ 10 kHz

● the performance of the HLT is as close as possible to the offline reconstruction
● similar algorithms and calibrations, optimised for speed
● selection criteria looser than the final analyses
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Electromagnetic 
Calorimeter

muon chambers
(RPC, CSC, DT)

High Level Trigger: CMS
● full readout of the detector at 100 kHz, with full granularity

● implementation 
● C++ software: CMSSW
● runs on commercial PCs
● quasi-synchronous

● constraints
● ~200 ms average time to take a decision
● ~1 kHz average output rate

Hadronic
Calorimeter

Tracker
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● muons
● “L2” stand alone muons
● “L3” global and “tracker” muons

● photons
● based on ECAL superclusters
● calorimeter-based id

● electrons
● based on ECAL superclusters, 

pixel tracks, and GSF tracking 
● calorimeter and track-based id

● general
● particle-flow based isolation
● pileup correction for isolation 

and jet energy

High Level Trigger: CMS

● taus
● particle flow reconstruction

● jets, MET, HT
● calorimteric jets and MET
● particle flow-based jets and MET
● pileup correction and rejection

● b-tagging
● secondary vertex reconstruction
● soft-lepton based b-tagging

● but also 
● razor, αT, dE/dx, …

● jet substructure, …

what can we reconstruct at HLT ?



High Level Trigger
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HLT constraints – processing power
● the amount of time that the HLT can use to take a decision is 

limited by the available processing power, for example
● 20'000 CPU cores
● 100 kHz input rate

gives the HLT an average of 200 ms per event

● what methods can we use to speed up the HLT ?
● regional reconstruction

– around L1 candidates

● reject often, reject early
– intermediate reconstruction steps

– reject events as soon as possible

● modularity and reuse of the reconstructed quantities
● good enough reconstruction

– trade large speed gains for small accuracy drops

ProducerProducer

SourceSource

FilterFilter

FilterFilter

ProducerProducer

FilterFilter

ProducerProducer

ProducerProducer

FilterFilter

ProducerProducer

FilterFilter

OutputOutput

 … …

unpack L1 decision

read RAW data

check event type

check L1 trigger

local
reconstruction

write output data

regional tracking
particle flow

HLT candidates

intermediate
candidates

trigger “path”
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HLT path structure

the simplest HLT paths:

pass-through of L1 selection

no additional selection

no bias with respect to L1
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HLT path structure

the simplest HLT paths:

pass-through of L1 selection

no additional selection

no bias with respect to L1

next step:

confirm L1 object with full granularity

fast reconstruction technique

improved resolution
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HLT path structure

the simplest HLT paths:

pass-through of L1 selection

no additional selection

no bias with respect to L1

next step:

confirm L1 object with full granularity

fast reconstruction technique

improved resolution

continue adding complexity

improve quality of trigger object,

approaching offline resolution
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HLT Timing

average time is critical

slow events have a large 
impact on the average time

look at L1 information

fast accept/reject

reconstruction of  
leptons and calorimetric 

object

e.g. muons, photons

full track 
reconstruction and 

particle flow

e.g. jets, tau
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HLT menu

SourceSource

OutputOutput

ProducerProducer

FilterFilter

ProducerProducer

FilterFilter

ProducerProducer

ProducerProducer

FilterFilter

ProducerProducer

FilterFilter

ProducerProducer

FilterFilter

ProducerProducer

ProducerProducer

FilterFilter

ProducerProducer

FilterFilter

ProducerProducer

FilterFilter

ProducerProducer

ProducerProducer

FilterFilter

ProducerProducer

FilterFilter

FilterFilter

ProducerProducer

FilterFilter

ProducerProducer

ProducerProducer

FilterFilter

ProducerProducer

FilterFilter

FilterFilter

ProducerProducer

FilterFilter

ProducerProducer

ProducerProducer

FilterFilter

ProducerProducer

FilterFilter

FilterFilter

ProducerProducer

FilterFilter

ProducerProducer

ProducerProducer

FilterFilter

ProducerProducer

FilterFilter

FilterFilter

ProducerProducer

ProducerProducer

ProducerProducer

ProducerProducer

FilterFilter

FilterFilter

ProducerProducer

ProducerProducer

ProducerProducer

OutputOutput OutputOutput OutputOutput OutputOutput

ProducerProducer ProducerProducer

FilterFilter

ProducerProducer ProducerProducer

ProducerProducer ProducerProducer

common modules and sequences are
shared

across different paths

trigger paths
run independently

of each other

selected events are output to different
data streams

with different rates, content and size

single source:
RAW data

selected by the L1 Trigger
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HLT menu
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example: HLT electrons
● start from L1 e/g seeds with sufficient energy

● reconstruct the cluster in the EM calorimeter
● is the cluster energy high enough ?
● does the cluster shape look like an electron or photon ?
● reject hadrons (compare EM and H calorimeter energy)
● is the candidate isolated in the calorimeters ?

● look for electrons
● reconstruct the tracks in the pixel detector
● is there a pixel track pointing to the cluster ?
● dedicated tracking with the full tracker
● is the track compatible with the cluster ?
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example: HLT muons
● step 1: fast

● read inner tracker and muon detector in a region of interest around the L1 muon candidates
● assign muon pT using fast look up tables, based on the muon and tracker hits
● is the pT high enough ?

● step 2: accurate
● extrapolate to the collision 

point and reconstruct the 
muon track

● is the muon isolated ?
● compute pT using the 

tracking information
● is the pT high enough ?
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Data Scouting at CMS
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Data Scouting at CMS



What about ALICE and LHCb ?
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HLT and DAQ comparison
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ALICE Trigger
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ALICE High Level Trigger
● HLT processing time dominated by track reconstruction

● massively parallel problem
● resort to a parallel solution and hardware acceleration:

● tracking on GPUs !

● cellular automaton track finder:
● Run I farm: CUDA on nVidia GPUs
● Run II farm: OpenCL on AMD FirePro GPUs
● CPU version (x86 + OpenMP option)

up to x10 speed up wrt. the CPU version
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LHCb Trigger

HLT1 HLT2
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LHCb High Level Trigger
● LHC delivers stable beams during ~30% of the running period

● HLT farm is idle ~70% of the time
● is it possible to take advantage of these idle resources ?

● defer part of the HLT

● HLT1
● first stage preselect events
● runs quasi-online, at L1 accept rate
● stores accepted events on a local disk

● HLT2
● second stage performs the final event filtering
● runs later, after HLT1 has terminated

● bonus points
● HLT2 can use offline-level alignment !



Conclusions
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Conclusions
● the role of the trigger is to maximise the physics reach of an experiment

● within the constraints of the detector
● data acquisition, online and offline storage and processing

● reducing the event rate from the LHC collision rate
● to what the detector can actually read out 
● to what can be written to disk and analysed

● all the events that are not selected by the trigger are lost, forever !

● choose a trigger strategy for your analyses as efficient and robust as possible
● simple and inclusive triggers
● redundat possibilities



Questions ?





Triggers and Analyses
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Triggers and Analyses
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Triggers and Analyses
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Triggers and Analyses
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Trigger Efficiency
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Trigger Efficiency
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Turn-on curve
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Building a trigger
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Building a trigger
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Building a trigger
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Evolution of a trigger
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Evolution of a trigger
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Evolution of a trigger
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Trigger Strategy
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Trigger Strategy
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Trigger Strategy
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Trigger Strategy
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Trigger Strategy
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Trigger Strategy
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Trigger Strategy


