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= Outlines

Enabling Grids for E-sciencE

« WLCG

« SAZ2 activities in this context

« LHCOPN

» Monitoring: 2008 service assessment of the network

» Main work done around the LHCOPN

— QOperational model
= Fundations, structures and supporting tools
= Grid interactions
= Status and roadmap

« Matching EGI vision
« Ongoing work



Enabling Grids for E-sciencE

WLCG: Worldwide Large Hadron Collider Computing Gri d
Goal: Analysing LHC data — 15 PB/year

Federating several international Grid projects into achieving that
EGEE, OSG...

Tiers model: 1 TO-11 T1s-50T2s

i -
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e = Activities

Enabling Grids for E-sciencE

« WLCG relationships really focused on LHCOPN
support

— Aiming to sustain TO/T1 traffic

« Other WLCG areas of interest for us seems no longer
active

— Standardisation of monitoring data exchanges
= ENOC'’s output still compliant and not changed
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Network infrastructure status

Enabling Grids for E-sciencE
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G Service assessment in 2008

Enabling Grids for E-sciencE

Service assessment of the LHCOPN during 2008 done
on January’s LHCOPN meeting

Using ENOC'’s tools and data

http://indico.cern.ch/materialDisplay.py?subContld=1&contribld=8&materialld=slides&confld=46765
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Conclusion: Infrastructure behaves correctly but re ally
awaiting a strong operational model...

Scheduled downtimes not correctly handled
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- Main work done

Enabling Grids for E-sciencE

« SAZ2 leading operational working group
— 11 people: 1 NREN, 5 sites, DANTE, EGEE

« 4 operational meetings at CERN
— 2008-09-09, 2008-10-09, 2008-12-11, 2009-04-16

« Attendance and reporting to quarterly LHCOPN
meetings

* Report on Grid meetings
— GDB and WLCG meeting



A federated operational model

Enabling Grids for E-sci

— Delay and reliablility of the propagation
+ The way It currently works!




Foundations of the Ops model

Enabling Grids for E-sciencE

Federated model with key responsibilities on sites
Interaction with network providers
Management of network devices on sites
Interaction with the Grid

Information centralised: TTS & Twiki
Serialize, track and advertise trouble management
Contacts, technical detalls, etc.

GCX SA2 all hands meeting, 2009-03-27 9



Structure of the Ops model (1/2)

Enabling Grids for E-sciencE

* Foundation
— Actors
— Information repository management
— Information access

LHCOPN Actors Actors and information repositories management Informatl on access




Structure of the Ops model (2/2)

Enabling Grids for E-sciencE

* Processes
— Incident management (L2, L3 and escalation process)
— Change management (L2, L3)
— Maintenance management (L2, L3)

Problem management process L3 Incident management process

L2 Change Management




Grid interactions

Enabling Grids for E-sciencE

General concept:

Network providers

Sample IN2P3-CC’s implementation:

Om P

A m— B A notifies B
A =3 B Ajsresponsible for B

A ——> B Areacsardwrites b

Networl¢

Proactive tasks
{job queing etc).

Trouble registration

Impact

computation Trouble database

{E-log)

Service view needed
Link to project/users

Site level

Project level

Project level
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Tools (1/3)

nabling Grids for E-sciencE

All LHCOPN tickets in GGUS database

Trouble ticket system
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- Tools (2/3)

Enabling Grids for E-sciencE

« Monitoring
— ENOC’s home made BGP monitoring tools
— https://ccenoc.in2p3.fr’ASPDrawer/

— Official for year 2009
— Connectivity focused
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JC Tools (3/3)

Enabling Grids for E-sciencE

* ENOC’s monitoring will be replaced by upcoming
PerfSONAR solution based on DANTE appliances

— Active measurements: Bandwidth, delay etc.
— To be in production in 2010

— SA2 member of MDM feedback group to push and follow
requirements
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Enabling Grids for E-sciencE

LHCOPN operational model released!
Proposed and accepted on 2008-10

https://twiki.cern.ch/twiki/bin/view/LHCOPN/OperationalModel

You are here: TUliki > g LHCOPRN Wiek @ WifebHome

LHCOPN
Huge Work arou nd LHCOPN - Large Hadron Collider Optical Private Network

Technical infermation

wisely documenting ¢ el bt 12,5

Everything on CERN'S twiki  :umessssi i
https://twiki.cern.ch/twiki/bin/view/LHCOPN/  guerations

® Proposed LHCOPN operational model

® Sample uze cases of the operational madel

® Proposed reqular badiup test pracess

® Contacts for operations

® Private twiki arza for Operations (TTS aceess, change management DB ete) - Authenticstion required

Monitoring

= | HCOPM traffic statistics
» | HCOFPM traffic statistics - Old page
# Looking Glass from: CH-CERMN {queries to ROMLCS and ROZLCE forthe LHCOPM) - FR-CCIMZFPZ -

Implementation started
4 sites still in trial mode for operations

GCX SA2 all hands meeting, 2009-03-27



CIEICJIE) Roadmap for LHCOPN operations

Enabling Grids for E-sciencE

CH-CERN,
DE-KIT,
ES-PIC,

FR-CCIN2P3
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Operational working group meeting 4 -CERN

FERMILAB training session

CERN training session



Matching regionalisation trend

Enabling Grids for E-sciencE

* No active role for the ENOC in the operational mode |
— Federated with no need of central entities acting
— We are more helping to design and set up processes and tools

* Federated model with no central role
— Excepted quality assessment done by CERN !

» This is really fitting with EGI spirit...



G Ongoing work

Enabling Grids for E-sciencE

Finalise implementation

Demonstrate ops model is working!
Robustness to be particularly checked

Set up all quality indicators and reviewing processes
Maturate tools and processes

Target for production mode: 2009-08

Set up Grid interactions

Dissemination around the Ops model

2 presentations and trainings sessions foreseen
CERN and FERMILAB

Waiting things to be stabilised and feedbacks to do some
publications
Invited at NORDUNET conference, 2009-09, on session

« Federated operations »
GCX SA2 all hands meeting, 2009-03-27 19
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Conclusion

Enabling Grids for E-sciencE

Huge amount of work around LHCOPN operations
Really fitting with SA2’s role between Grid and networks
Required amount of work should be reduced soon

Seems quite successful
Federated model really endorsed by actors

Implementation currently really going fine
We are on schedule — Yes sometime this occurs

LHCOPN operations targeting production mode on
2009-08
Matching LHC startup

Monitoring « outsourced » to DANTE/GN2-3

SA2 all hands meeting, 2009-03-27 20
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