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Outline
• Preparing for 2016 startup

- Magnet status
- Phase 1 Level 1 trigger commissioning
- DAQ and High-Level trigger developments

• Commissioning and data taking with stable beams
- Commissioning activities with cosmics, beam splash, first collisions
- Detector status and performance

• Physics status and plans for Summer Conferences
• Phase I upgrades status: Pixel and HCAL
• Summary and outlook
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Magnet: recommissioned and stable at 3.8T
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• Intense programme of work during YETS to refurbish 
magnet system for 3.8T operation in 2016

- Cold box cleaning to remove traces of Breox contaminant - successful
- Replacement of primary oil removal system (PORS) - successful

• Magnet cool down commenced on 9th April
- 28th April: declared magnet + cryo ready -> ramp to 3.8T

- reached full field at 12:30 on 28/4 -> ready for physics
- Operational parameters of cryogenic system are stable          

(see backup slide)
• Great thanks to:

- Colleagues from CERN-TE dept, technical support from across other CERN depts, 
CERN-EN,EP, CERN Management, CMS Magnet team and integration office, 
contractors (particularly Altead, ZEC service), CMS members for support and advice



13.05.2016 D. Rabady, T. Reis 3

uGMT HW vs. emulator comparison

• Several millions of events from recent runs analysed

• Perfect agreement between uGMT HW and emulator

‣ Method:

⁃ Run emulator from unpacked uGMT inputs

⁃ Compare emulated uGMT outputs with unpacked uGMT ouputs event-by-event

• Only emulator bugs found and fixed since beginning of data taking

Run 272798

Phase 1 L1 trigger
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• Phase 1 Upgrade L1 trigger commissioned with first data
- New calorimeter and muon trigger systems deployed, with improved 

granularity and more advanced algorithms: 
- improved efficiencies, PU rejection, object ID and resolution compared to 2015

- Huge effort in developing firmware, emulators, online software
- close to 100% matching between data and emulator in first collisions
- Algorithm performance appears as expected with first data!

New trigger system
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• To deal with luminosity increase and higher PU conditions planned 
for 2016, a new L1 trigger system has been developed in CMS

T. Strebler – ECAL DPG meeting – 19/04/2016

• The Level-1 Calorimeter 
t r i g g e r h a s b e e n 
implemented using a Time 
M u l t i p l e x i n g T r i g g e r 
architecture (TMT) which 
enables to have access to 
t h e f u l l c a l o r i m e t e r 
information already before 
the Global Trigger

• The full granularity of the 
calorimeters can now be 
exploited to improve the 
r e s o l u t i o n o f t h e L 1 
algorithms

GCT + Stage-1 Stage-2

Calorimeter trigger granularity improved

2015                    2016

2016-05-13 

τ FW/emulator comparisons 

L1 E/G and Tau Trigger Status (O. Davignon) 
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¤  Used 10k ZeroBias events from Run #272798, 
comparing unpacked outputs (=firmware) and 
emulated outputs with the full trigger emulation 
from unpacked TPs (=emulator) 

 
¤  Perfect agreement in ET, small disagreement in 

iη (most likely due to sorting, does not affect 
performance), difference in iφ solved (PR #308) 
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DAQ and HLT
• DAQ: planned updates and consolidation

- Integration of several new uTCA-based systems in readout
- Scheduled replacement of obsolete CPU nodes
- HLT cloud routinely used for MC generation, commissioning inter-fill dynamic 

usage

• HLT: menu development ongoing for new L1 inputs
- Significant effort during the last few months to adapt and HLT menus to the 

upgraded Phase 1 Level-1 trigger algorithms
- targeting a range of peak luminosities: 5x1033-1x1034 cm-2s-1 (PU ~25–35)

- Also collecting data for detector calibration/alignment & commissioning
- Deployed special menus: VDM scan (lumi) and low pileup runs for FSQ/HIN

First	performance	studies	using	recent	data	are	encouraging;	no	major	surprises	
Algorithms	and	menus	are	being	fine-tuned	with	data	and	updated	menus	will	be	used	for	large-scale	MC	produc:on	

5



6

CMS commissioning 



Commissioning status
• Commissioning before beams

- Re-establish global runs with all subdetectors following YETS
- Commission Phase 1 upgrade trigger
- Record cosmic muons for tracker alignment

• Beam splash and non-stable collisions
- Establish BX synchronisation with LHC, check subdetector readout and 

trigger timing, subdetector timing scans
• First stable beams (0T/3.8T)

- Complete subdetector timing and bias scans
- Time-in and enable L1 algorithm bits, test L1 and HLT menus

• Special runs
- Van der Meer scans on 17/18 May (data good, but cryo lost during scan) 

- important to propagate our 2015 luminosity uncertainty (2.7%) to ICHEP 
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Stable beams
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Saturday 7th May
first stable beam collisions 

All subdetectors in the run, and fully operational



CMS data taking efficiency

• 60 pb-1 devoted to detector commissioning, special runs 
• Data taking efficiency for remaining 725 pb-1 sample: 92%

- Work ongoing to minimise downtime (firmware improvements for new readout systems)
- 1.5M cosmic muons (for tracker alignment) were recorded at 3.8T during recent LHC outages

9

cosmic runs 
at 3.8T



Tracker readiness
• Pixel and Strip Tracker detectors ready for Physics

• Fraction of active channels as high as in 2015: Pixel: 98.8% Strip 96.6%
• Pixel thresholds and Strip noise as low as in 2015
• Detector re-tuning completed, timing optimized using initial collisions
• Sufficient collision and cosmic data collected to update alignment

• Data quality from first collisions runs is good
• Tracking performance now being assessed with first data
• Tracking reconstruction algorithms are stable wrt 2015 run

• Beam spot determined routinely in 2016 data 
• x,y positions are close to 2015 - barrel pixel position has remained ~constant
• follows coherently any modification of beam conditions from LHC (see backup)
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Riccardo Manzoni - Università & INFN Milano Bicocca

Beam spot in data vs MC - positions
Current implementation in 80X MC of vertex smearing stems  
from GEN-SIM in 71X, as in 2015 MC 

• Derived from position of reco BS at the beginning of 2015 data taking 

Comments 

• the transverse coordinates are ~where expected and early measurements in 
2016 suggest that BPIX is roughly where it was in 2015 

• difference in z should be manageable 

• textbook precedent: most of the 2015 luminosity was collected after cogging 
retuning, but 2015 MC where produced before 

11

Parameter x [cm] y [cm] z [cm] σZ [cm]

2015 Data (50ns) 0.077 0.097 -1.61 4.2

2016 3.8T Data 0.065 0.093 0.40 3.6

2016 0T Data 0.053 0.096 1.07 4.2

MC 0.105 0.168 -1.10 5.3



Pixel occupancy
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Readout of the CMS Pixel Detector.

D.Kotlinski, R.Baur, K.Gabathuler, R.Horisberger, R.Schnyder, W.Erdmann

Paul Scherrer Institut, 5232 Villigen, Switzerland
danek.kotlinski@psi.ch

Abstract
The design of the readout of the CMS pixel detector is

presented. The basic detector layout is shown together with
the data rates expected at full LHC luminosity.  The pixel
readout chip is described and the scheme for the transfer of
the trigger confirmed data is outlined. The integration of the
pixel readout system into the CMS DAQ system is shown.

I. DETECTOR LAYOUT
The task of the CMS pixel detector is to provide high

resolution 3D space points required for the track pattern
recognition and for b-tagging.

Two barrel layers of the pixel detector will be located at
mean radii 4.3 cm and 7.2 cm with a third layer at 11.0 cm
added later. The pixel barrel will be 53 cm long and will be
supplemented by two end disks on each side (see Figure 1). In
order to achieve the optimal vertex position resolution in both
the (rΦ) and the z co-ordinates a design with a square pixel
shape 150×150 µm2 was adopted.

Figure 1: Perspective view of the CMS pixel system.

To enhance the spatial resolution by analogue signal
interpolation the effect of charge sharing induced by the large
Lorentz drift in the 4 T magnetic field is used. Hence the
detectors are deliberately not tilted in the barrel layers but are
tilted in the end disks resulting in a turbine like geometry. The
use of signal interpolation means that full analogue
information has to be transferred from each hit pixel.

The whole pixel system consists of about 1500 detector
modules arranged into half-ladders of 4 identical modules

each in the barrel and blades with 7 different modules each in
the disks.

To read out the detector about 16000 readout chips are
bump-bonded to the detector modules. The total number of
readout channels (pixels) is about 45*106. More detailed
discussion of the detector layout and geometry can be found
in Ref. [1].

A picture of the CMS barrel pixel module is shown in
Figure 2. A 65.9 mm long, 17.45 mm wide and 250 µm thick
Si sensor has 16 readout chips (ROCs) bump-bonded to it.
Each ROC reads 53 (rows) * 52 (columns) pixels and includes
a column periphery and an interface area.

Figure 2: View of a barrel module. In the insert the vertical scale is
raised by a factor of 5.

The ROCs are glued to a 270 um thick Si base plate which
can be attached to the cooling frame. A 50 µm Kapton hybrid
is glued on the top of the sensor. The readout chips are wire
bonded to the hybrid circuit. On the hybrid, clock and control
signals arriving via a copper-on-Kapton cable are distributed
to the readout chips, involving the Token-bit manager chip
(TBM), and the hit signals from triggered events are sent by a
driver chip through the same Kapton cable to the barrel
periphery mounted at the ends of the barrel. Power is brought
from the barrel periphery to the hybrid via aluminium wires.

The Kapton cable is glued and wire bonded to the hybrid.
The bump-bonding procedure using Indium has been
developed at PSI. The end-cap detector modules are
somewhat different. Due to the blade design the sensor area
varies in size from 2 ROCs to 10 ROCs.

Barrel Endcaps

>98% of pixel reading out



ECAL readiness
- Detector status (active channel fraction)

- Barrel: 99.1%, Endcaps: 98.7%, Preshower: 99.9%
- preshower active channels increased by 3% (on-detector repair during YETS) 

- Commissioning with beam
- Deployed new readout settings for 2016 - to cope with higher pileup in 2016 
- Restarted regular calibration sequence data taking
- Recorded 10pb-1 with preshower in high gain for MIP calibration
- Validated trigger and readout timing 

- measured per-channel pulse shapes using special lone colliding bunch 
triggers to optimise amplitude reconstruction performance

- Calibration streams deployed and first data being analysed. Updates to 
alignment and intercalibration foreseen prior to ICHEP 

12



Egamma performance
• Promising performance “out-of-the-box”

• Resolution in data comparable to MC using 2015 calibration
• re-calibration of energy scale from 2016 data yet to be applied
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Z-> ee mass, both electrons in Barrel Z-> ee mass, at least one electron in Endcaps

Mark Derdzinski (UCSD) 2016 Electron Commissioning

Dilepton Mass
๏ POG medium probe required

๏ Small energy shift in EB/EE
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HCAL readiness
• Detector status: >99.8% of channels operational
• Many updates deployed during YETS

- New uTCA-based readout for HB and HE (10Gb/s links)
- Switched to Phase 1 L1 trigger (uTCA inputs from HB,HE,HF)

- Completely new DQM framework to improve detection of data integrity problems 
• Data checks with beam splash and first stable beams

- HCAL timing synchronisation confirmed. HF timing scan performed.
- Verified matching of data and trigger primitives from new uTCA and legacy VME readout
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Performance Snapshot 2016-05-16: VME vs. uTCA

Online DQM Plots / Run 273493

ADC (10 TS) TP (L1A TS)

I FE data reception and readout (ADC): perfect

I TP generation and links to L1 calo. trigger: perfect

I TP readout: 2 very minor bugs remaining; solution in progress

Readout Trigger Primitives

uTCA uTCA
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Muon system readiness
• Muon detectors (DT, CSC, RPC) have performed well during the 

first collisions of 2016
- Efficiencies and timing are very good for all detectors (see next slides)

• DT accomplished a major goal with the installation of TwinMux
- Trigger data concentrator for new L1 muon trigger

• Inclusion of RPC information in the upgraded Level 1 muon trigger 
expected soon 

• Longevity tests ongoing at the gamma irradiation facility GIF++
• Upgrade GEM GE1/1 Slice Test (8 out of 144 chambers) being 

prepared for installation early next year
- All chambers built, and electronics are in the production stage

15



Muon system efficiency and timing
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RPC	map	

DT 

99.4%

 97.7%
99.4%

 99.4%

Muon detector active channel fraction vs time

Muon efficiency close to 100%
DT efficiency                     CSC track segment timing                     

as good as in 
2015



CT-PPS status
• Accelerated program, given potential sensitivity to X(750)->ɣɣ

- Via central exclusive production of X(750), with protons detected by CT-PPS

• Huge amount of work to achieve full integration of proton tracking and 
timing detectors in CMS on a short time scale

- TOTEM Strips integrated in CMS for proton tracking. Now part of CMS normal data taking
- Diamonds (as tracking and timing detector) should be installed during June TS
- Offline track reconstruction code is now available in latest CMS software release

• Sensitivity depends crucially on minimising detector/beam separation
- LHC orbit configuration: 

- Several bump designs studied to increase dispersion at Roman Pot (RP) locations. 
- “Mild” orbit configuration was approved by LMC -> 2/3 RP stations within target acceptance

- Many thanks to LHC for their important efforts to increase CT-PPS acceptance
- Roman Pots insertion validation:

- Insertion tests to 15σ (with tolerance) in all intensity steps were successful until now.
- Insertion at 15σ (without tolerance) was successful with 49 and 600 bunches.

17

CMS-TOTEM Precision Proton Spectrometer
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Physics status and plans 

see M. Sani presentation at March LHCC for details of physics 
object tuning/improvements for 2016

(small changes and optimisations, including tuning for higher PU) 



Physics
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• Rich physics output from 2015 
data so far:

• 82 public results from 2015 data (most 
released for Moriond series)

• Many more being released soon, targeting 
Blois, Initial Stages (HIN conference)

• Current plans:
• Push publication of results from 2015 data 

(most achieved before 2016 pp run started)
• Target first round of 2016 results with up 

to 5-10 fb-1

• Targeting LHCP for first performance 
studies 

• Stay on the lookout for signs of new 
physics until ICHEP

489 papers submitted
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Plan for 2016: Data & MC
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• Data calibration and alignment to be updated prior to ICHEP:
• Alignment must be reassessed due to opening of endcaps during YETS

• Tracker alignment being derived now
• Followed by dependent workflows (ECAL, Muon alignment)

• Energy intercalibration to be checked/updated
• Verify performance of existing calibrations using physics events (Z,W, minbias)
• Re-derivation of ECAL intercalibrations requires about 1fb-1 
• HCAL response corrections to be assessed using laser calibration data

• Target is to deploy updates online mid-June
• Plan to reprocess earlier data with these updated conditions prior to ICHEP

• Production of MC for ICHEP analyses well underway:
• More than 3B events (of 5B total) already produced
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Selected Physics highlights 



 WGM- PC report - 17 Mar 2016 24

High mass diphoton search updated
EXO-16-018

X(750)→ɣɣ analysis
• Presented at Moriond EW

- Sensitivity improvements: new calibration (10%) + 0.6fb-1 of 0T data (10%)
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8 TeV/13 TeV Combined Cross 
section limit

(assuming narrow width spin 0 resonance 
decaying to ɣɣ)

8 TeV/13 TeV Combined p-value
(assuming narrow width spin 0 resonance 

decaying to ɣɣ)
Maximum local significance: 3.4 sigma 

@ 750 GeV

In focus from now up to and including ICHEP



X→Zɣ search around 750 GeV
• Presented at Moriond QCD
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8 TeV
narrow signal model

13 TeV
narrow signal model

13 TeV
broad signal model

Small excess (<2𝜎) in the 750-800 
GeV interval 

𝜎 Br ≲ 6 fb at 95% CL

No excess in the 750-800 GeV interval 
𝜎 Br ≲ 30 fb at 95% CL

(narrow width assumption)
Equivalent to ~7 fb cross-section at 8 TeV 

(assuming gg production mechanism)

Larger statistics: expand to dijet, ll, ZZ, WW, HH, ZH final states



Higgs rediscovery @ 13 TeV
• Presented at Moriond EW
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H→ZZ→4l

 WGM- PC report - 17 Mar 2016 11

H->ZZ->4l at 13 TeV
HIG-15-004

● Expectations: evidence at 125 GeV mass (3.4ᶥ);
○ Clear excess in the mass plot in the relevant region
○ MELA discriminant and absence of VBF candidates ‘matter’

VBF discrimination

VBF discrimination

ggH kinematics

Mass plot

 WGM- PC report - 17 Mar 2016 13

H->ZZ->4l at 13 TeV
HIG-15-004

● Fiducial cross section measurement: 
○ Here only the mass distribution matters; we ‘see more’

Fiducial 
cross section Fiducial 

cross section

 WGM- PC report - 17 Mar 2016

● Expectations: evidence at 125 GeV mass (3.4ᶥ); 2.5ᶥ observed.
○ MELA discriminant and absence of VBF candidates ‘matter’

12

H->ZZ->4l at 13 TeV
HIG-15-004

Significance VBF vs ggH

Clear excess in the m4l mass plot @ 125 GeV
Observed (expected) significance: 2.5σ (3.4σ)

Fiducial cross-section measurement: σfid=2.66     fb-1
                                                                                   σSM=2.50 fb-1

+1.58
-1.22

Next steps: expand to measuring properties and high mass search



 WGM- PC report - 17 Mar 2016 15

H->ᶕᶕ at 13 TeV
HIG-15-005

● gg->H, VBF and ttH categories analyzed
● Expectations: 2.7ᶥ at 125 GeV mass; 1.7ᶥ observed.
● Small deficit driven by the ‘untagged’ category (gg->H): 

○ Consistent with SM expectations:  ᶞ = 0.77 +0.47 - 0.46 

Mass plot ggH, VBF, ttH components
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H->ᶕᶕ at 13 TeV
HIG-15-005

● gg->H, VBF and ttH categories analyzed
● Expectations: 2.7ᶥ at 125 GeV mass; 1.7ᶥ observed.
● Small deficit driven by the ‘untagged’ category (gg->H): 

○ Consistent with SM expectations:  ᶞ = 0.77 +0.47 - 0.46 

Mass plot ggH, VBF, ttH components

Higgs rediscovery @ 13 TeV
• Presented at Moriond EW
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H→ɣɣ

gg->H, VBF, ttH categories analysed
Observed (expected) significance @ 125 GeV: 1.7σ (2.7σ)

small deficit driven by untagged category (gg->H)
Consistent with SM expectation:  μ=0.69 +0.47

-0.42

For ICHEP: reoptimise categories, properties (mass, couplings)



• Presented at Initial Stages this week
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Particle azimuthal distributions:
                dN/dφ ∝ 1 + 2 v2 cos(2(φ-φ0)) + …

Elliptic anisotropy at very high pT

v2 at high pT  sensitive to path length of hard 
parton in QGP

 5.02 TeV results: extend to much higher pT 
range with significant non-zero v2

Strong suppression of light and 
heavy flavors with comparable 
magnitude over a wide pT range

Suppression of light and heavy flavours

RAA : nuclear modification factor 



Physics plans for Summer conferences

Searches for masses/scales around or above 1 TeV should improve 
over Run1 results for L > 5 fb-1. 
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US CMS Meeting - Physics Status and Prospects - 18 May 2016 13

Sensitivity Reach for 2016

2015 dataset

ICHEP dataset (5-10/fb)

2016 dataset (20/fb)

Examples include
Dark Matter searches
X(750) searches
High-mass Higgs searches, ttH
Searches for X->VV 
New vector-like quarks singly-

produced
SUSY searches
Z’, W’ searches

Precision studies (SMP, TOP, 
BPH, …) continue:
Fully differential studies (W

+jets, multijet studies...)
High-mass final states: ttW, ttZ, 

tttt, multibosons

20/fb

                 20/fb
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Phase 1 upgrade status
Pixel/HCAL upgrades during EYETS 2016/17 

Pixel upgrade:
Maintain high efficiency, low fake 

rates at L=2e34, PU~50
Longevity up to 500fb-1

New Readout chip to reduce data losses
4-hit coverage up to |η|=2.5
Reduced material budget

HCAL upgrade:
Improve performance at high lumi, PU by 

increasing depth segmentation of calorimeter
New photodetectors in Barrel/Endcaps (HB/HE) 

with higher QE
New multi-anode PMTs in Forward calorimeter (HF)
New on- and off-detector readout with higher output 

bandwidth



Barrel pixel module

Phase 1 status: Pixel
• Detector construction progressing well

• Barrel:
• Modules for Layers 2-4 completed by end of June
• ASIC for layer 1 (PROC600) submitted
• Layer 1 module production in Aug-Sep: ~100 units

• Endcaps: 
• Progressing steadily: 40 modules/week

29

        Endcaps               Barrel: Layers 2-4



Phase 1 status: HCAL
• HF upgrade during EYETS 16/17:

- installation of new FE electronics to implement dual-anode readout and TDC 
measurement for each PMT (to improve discrimination of anomalous signals)

• Replacement of HE FE electronics also in focus for EYETS 16/17

- Installation brought forwards from LS2. Higher PDE of SiPMs mitigates impact of 
response loss of HE scintillator/fibre. 

30

Phase1%HE%FE%Electronics:

March&14,&2016

• produce&144&(+&spares)&&Readout&Modules&

• produce&36&&(+&spares)&of&Clock/Control&Modules&and&36&(+&spares)&of&Calibration&Units

P.&de&Barbaro,& U.&of&Rochester 11



Phase 1 status: HCAL
• Production and testing of necessary components for HE FE 

electronics progressing on track.

Key Milestone: Manufacturing Progress Review (MPR) scheduled for early July 
expect to have one full RBX with production version of four Readout Modules, clock and control module and 

calibration unit, assembled and tested for functionality 
31

5.%QIE%card%components

April&11,&2016 P.&de&Barbaro,&U.&of&Rochester 14

• QIE11 (and QIE10) chips were delivered to FNAL on Apr 1.
• First results (2k/11k chips) show 91% yield for basic functionality.
• Full testing will take 3-4 weeks for QIE11, 3-4 weeks for QIE10.
• Ongoing effort to set up two robots (will allow parallel testing of HF and HE chips

• Igloo2 FPGA will be delivered April 29.
• Bridge FPGA still awaiting expedited delivery estimate — hoping for May 19.
• VTTx order placed for ~800, expected 100 in early April, remainder Jun 1, 2016.
• FEASTMP DCDC convertors delivered 1100 in mid March (ahead of time !)
• PCB delivered in early April (no delay).
• Preparing to QC and calibrate 576 cards + spares at Fermilab starting in late May.
• HE FE Burn-in station is under construction in b904. It will allow to test 18 RBXes in 

parallel (each with 4 Readout Modules, one CCM and one Calibration unit) 

Bottom line: 
• BEHIND schedule ( trailing 2-3 weeks behind)
• ON critical path

3.%Clock%&%Control%module%(CCM)

April&11,&2016 P.&de&Barbaro,&U.&of&Rochester 12

Clock card prototype

Control card prototype

Bottom line: 
• ON schedule, NOT ON critical path

• CCM production readiness review took place on March 14.

The&March&14&PRR&for&the&HE&ngCCM included&3&recommendations:
1)&Debug&communications&between&ngCCMcontrol&board&FPGAs.

2)&Assemble&and&verify&small&preQproduction&before&full&production.
3)&Sort&DC/DC&convertors&to&maximize&margin&for&LHC4913&linear&regulators.

A1)&Communication&between&ngCCMcontrol&board&FPGAs&is&now&functional&and&error&free.&There&were&

no&hardware&impediments&to&communications&and&it&was&fixed&by&finding&improperly&documented&
register&settings&and&by&tuning&the&amplifier&and&receiver&register&settings&to&better&open&the&eye&when&

looking&at&the&high&speed&signals&on&an&eye&diagram.
A2)&We&will&assemble&a&small&preproduction&of&10&modules.

A3)&We&have&already&sorted&the&DC/DC&convertors&and&will&use&those&with&the&highest&output&voltage&as&
input&to&the&LHC4913&linear&regulators.

• Production is expcted to start on April 20.
• All components individually radiation tested, full system radiation test will take 

place in summer 2016 before installation readiness review.
• Expected delivery dates:

• 10 modules in Jun 2016 for RM testing 
• 40 modules in Jul 2016 for full burn-in

3.%Clock%&%Control%module%(CCM)

April&11,&2016 P.&de&Barbaro,&U.&of&Rochester 12

Clock card prototype

Control card prototype

Bottom line: 
• ON schedule, NOT ON critical path

• CCM production readiness review took place on March 14.

The&March&14&PRR&for&the&HE&ngCCM included&3&recommendations:
1)&Debug&communications&between&ngCCMcontrol&board&FPGAs.

2)&Assemble&and&verify&small&preQproduction&before&full&production.
3)&Sort&DC/DC&convertors&to&maximize&margin&for&LHC4913&linear&regulators.

A1)&Communication&between&ngCCMcontrol&board&FPGAs&is&now&functional&and&error&free.&There&were&

no&hardware&impediments&to&communications&and&it&was&fixed&by&finding&improperly&documented&
register&settings&and&by&tuning&the&amplifier&and&receiver&register&settings&to&better&open&the&eye&when&

looking&at&the&high&speed&signals&on&an&eye&diagram.
A2)&We&will&assemble&a&small&preproduction&of&10&modules.

A3)&We&have&already&sorted&the&DC/DC&convertors&and&will&use&those&with&the&highest&output&voltage&as&
input&to&the&LHC4913&linear&regulators.

• Production is expcted to start on April 20.
• All components individually radiation tested, full system radiation test will take 

place in summer 2016 before installation readiness review.
• Expected delivery dates:

• 10 modules in Jun 2016 for RM testing 
• 40 modules in Jul 2016 for full burn-in

1.%SiPM,%ODU,%RM%mechanics
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Silicon photomultiplier (SiPMs)
• Have tested 4800/6912 SiPM devices needed for HE.
• Yield of 8-SiPM packages > 90 %.
• Delivery and testing on schedule — already have parts to start RM 

assembly.

Bottom line for all:
• ON schedule, NOT ON critical path

Normalized SiPM Gain*PDE

standard 
deviation ~ 2%
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Readout module (RM) mechanics
• RDMS producing 180 HE RMs and 20 HE RBXes 

needed for Summer 2016 burn-in.
• Two prototypes delivered to CERN, tests 

showing very good quality of parts.
• On schedule for delivery of all components by 

May 1 2016.

Optical decoder units (ODU)
• Patch plates and fiber pigtails fabricated and QCed for all 144 HE 

ODUs.
• Optical surface (“cookie”) production nearly complete (168/180)  

— all other mechanics have been fabricated.
• Will assemble 15 ODUs / week.
• Will have almost all 144 ready for RM assembly in June — first 

batch ready in May.

4.%SiPMbias/control%&%mounting%cards
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SiPM Control card

bias convertor 
mezzanine

Bottom line for all:
• ON schedule, NOT ON critical path

• US design, Indian (TIFR) production for bias/control cards, 
US production for mounting card.

• Passed production readiness review on March 14.

SiPM mounting card
• 2nd prototype will be returned on April ~11.

• Production will start in late April after testing.

SiPM bias/control card
• TIFR vendor qualification completed.

• TIFR production has started.

• First batch (50/188) cards will be shipped to CERN by end May.

SIPMs:  100% in hand, 90% tested 
(enough to populate HE)

QIE11 board:
20 produced, being tested at FNAL. Ship 16 to CERN in June to assemble 4 RMs

All other pieces to equip 1 RBX scheduled to be available at CERN in June
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•  RD50	-	Radia,on	hard	semi-conductor	devices		
•  CMS	sensors	R&D	work	for	OT,	Pixel	and	HGC	moves	on	from	the	knowledge	

accumulated	over	years	by	RD50	(ex.	Selec,on	of	p-type	sensors)	-	large	community	
of	CMS	experts	is	ac,ve	in	RD50.	Main	current	interests	are	in:	
•  Planar	and	3D	Pixel	sensors	(some	common	submissions	in	the	laOer	case)	
•  Evalua,on	of	neutron	damaged	for	HGC	
•  TCAD	simula,on	and	parameteriza,on	of	radia,on	damage	models	
•  Developments	of	sensors	for	precise	,ming	measurement:	low	gain	sensors	with	thin	gain	

layer	at	surface	(LGAD)	and	deep-depleted	APDs	with	high	gain	

•  RD51	-	Micro-PaOern	Gas	Detectors	
•  CMS	MPGD	work	benefit	from	the	worldwide	and	longstanding	knowledge	

accumulated	in	RD51	-	CMS	experts	contribute	to	several	areas:	
•  Large	area	detectors	(	GE1/1	self-stretching,	without	spacers	technique)		
•  New	developments	such	as	m-R-well	&	Fast-Timing	MPGD	(FTM).	
•  Detector	simula,on	(Garfield,	Comsol,	ANSYS,	Geant4)	and	electronics	
•  Transfer	to	industrial	partners(ELTOS,	MACARO..)	for	mass	produc,on	

•  RD53	-	Large	scale	Front-End	ASIC	prototype	for	Pixel	Phase-II	detectors	
•  Common	development	with	ATLAS,	several	CMS	Ins,tutes	are	ac,ve	in	RD53	
•  Crucial	work	on	65	nm	radia,on	tolerance	valida,on	
•  Important	submission	of	RD53A	full	size	chip	early	2016	

•  Several	other	common	developments	rely	on	CERN	support	groups,	external	
programs	(AIDA…),	synergies	with	other	experiments	(CALICE…)…	

CERN	RD	contribu,ons	(limited	to	main	CMS	current	priori,es)		



Summary and conclusions
• CMS has emerged from the year-end stop in excellent shape

- Magnet cold box cleaning and cryo system refurbishment a major success
- Now running stably at 3.8T with good cryo performance
- All subdetectors are performing well, new systems incorporated into DAQ
- New Level-1 trigger system deployed, with improved performance
- Data taking efficiency: better than 90% and improving

• Rich physics programme defined for the next several months
- Many new results presented@Moriond. Targeting ICHEP for major update
- First HI results from 2015 run presented

• CMS is ready to fully exploit the large datasets provided by the LHC in 
2016 

- Many thanks to our collaborators within CMS and our colleagues at the LHC for their 
dedication and hard work. 

- We hope it will be rewarded by exciting new discoveries!
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Magnet: recent performance of cryo system

35

Magnet cryo system parameters stable over past 3 weeks

T Ads 80K

Throttle valve % open

ΔT heatex 1

Phase sep heater power

ΔP T1 pre-filter
ΔP T2 pre-filter

ΔP post ADS 80K
all < 0.1 bar & steady 

CERN-wide 
power 
outage

B=3.8T

No sign of contamination in filters
slight increase in Heatex 1 ΔT for 1st 2 weeks – now stabilising
most probably small residual contamination
to be analysed during 1st scheduled regeneration in TS1

System parameters in a completely different regime from 2015
Much improved stability



Luminosity measurement
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References 13

p
s = 13 TeV.

Table 1: Summary of the systematic uncertainties entering the CMS luminosity measurement
for 13 TeV proton-proton collisions. When applicable, the percentage correction is shown.

Systematic correction (%) uncertainty (%)

Integration

Stability - 1
type 1 7 � 9 0.6
type 2 0 � 4 0.7

CMS deadtime - 0.5
Dynamic Inefficiency - 0.4

Normalization

XY-Correlations 1.1 1.5
Beam current calibration - 0.3

Ghosts and satellites - 0.2
Length scale -3.2 1.5
Orbit Drift - 0.4

Beam-beam deflection 1.8 0.4
Dynamic-b - 0.5

Total 2.7
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2 2 CMS Offline Luminosity Measurement

interactions per bunch crossing.

For Run 2, the very same rate algorithm as in Run 1, namely the mean number pixel clusters
per event (or bunch crossing) is used:

hNclusteri = hNcluster/interactioniµ (2)

for a mean number of interactions µ. The number of interactions based on the pp minimum
bias cross s0 is known to be

µ =
s0

f

L (3)

for instantaneous luminosity L and orbit frequency f . The PCC visible cross section can be
defined

sPCC
vis ⌘ hNcluster/interactionis0 (4)

and Eq. 2 and Eq. 3 then relates sPCC
vis to the instantaneous luminosity:

L =
hNclusteri f

sPCC
vis

. (5)

The visible cross section is determined using the VdM scan method discussed below. For each
scan point the number of clusters recorded with the zero-bias trigger is divided by the number
of zero-bias events to determine the average pixel cluster rate.

All reconstructed pixel clusters are considered for counting. However, clusters reconstructed
in the inner most barrel layer are affected by dynamic inefficiency of up to 1%, shown in Fig. 1a.
Dynamic inefficiency is essentially buffer over-flow in pixel readout when the L1 trigger rate is
very high. Generally this effect is less than 0.4% for all other pixel layers and disks as shown
in Fig. 1. 0.4% is taken as a systematic uncertainty. In addition, pixel modules that are not fully
operational throughout the 2015 data-taking have been omitted from the sum.

During data taking conditions, out-of-time (OOT) response affect the true mean number of
pixel clusters. Fig. 2 shows single bunch instantaneous luminosities (SBIL) as measured by the
PCC rate from data collected with random triggers within a typical 25ns fill. While the bunch
train structure of the filling scheme is visible, a non-vanishing rate in non-active bunch slots
can be observed. Two OOT response effects are distinguished and corrected for. The first effect
(type 1) is due to a tail of the pixel hit signal leaking into the time integration window of the next
25ns bunch slot, which is visible in Fig. 2 in the trailing bunch slots after the trains. The second
effect (type 2) is due to the exponentially decaying activation of the material surrounding the
detector.

The type 2 effect was already extensively studied during the 50ns data-taking period of Run 1.
Corrections for effects of type 1 are mandatory only for 25ns bunch-spacing fills. The correc-
tions are taken to be related to the true single bunch PCC response and derived according to
the correction model for type 1:

C1(n + 1) = aR(n), (6)

and for type 2:
C2(n + j) = b exp(�lj)R(n), j > 0, (7)

where R(n) denotes the true SBIL of bunch number n and C1,2(n) are the type 1,2 corrections
to be applied to the SBIL of the n

th bunch. Based on SBIL measurements for random trigger
samples recorded during 50ns bunch-spacing periods, the model parameters (a, b, l) are es-
timated by minimizing the RMS of the non-active SBILs around zero. The type 2 correction
model parameters are fixed for all 2015 data. The type 1 model parameter a is optimized on a
fill-by-fill basis.

Primary measurement: 
Pixel cluster counting

Sources of systematic uncertainty Comparison with DT lumi for entire 2015 run

Total systematic uncertainty for 2015 analyses: 2.7%
Plan to propagate this uncertainty to 2016 ICHEP analyses

re-derive PCC corrections using early 2016 data + VdM scan results



Plan for 2016: Offline/computing
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2016 MC production well underway
Tier-0 working well: 

fully busy with initial data samples and MC
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Surpassed CMS goals 
for MC samples for ICHEP analysis

Multicore commissioning across CMS Tier-2s fully complete

Initial tranche of 
3B events 

complete. Now 
preparing second 
set of 2B events

3B events



Other selected highlights
• Presented at Moriond EW
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W-like mass measurement from Z->μμ

Validates our understanding of:
muon momentum scale and resolution

MET resolution
Experimental uncertainty better than 20 MeV

 WGM- PC report - 17 Mar 2016 10

W-like mass measurement at 7 TeV
SMP-14-007

Experimental uncertainty under control (<20 MeV)

 WGM- PC report - 17 Mar 2016 20

Evidence for ttZ production at 13 TeV

3 leptons
4 leptons

TOP-16-009

● Expectations: 3.1ᶥ significance combining 3 and 4 lepton channels (3-lepton 
channel dominant)

ttZ production at 13 TeV

 WGM- PC report - 17 Mar 2016 21

Evidence for ttZ production at 13 TeV
TOP-16-009

● Signal strength (with respect to SM):

● Measured cross section:

● Significances:
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Evidence for ttZ production at 13 TeV
TOP-16-009

● Signal strength (with respect to SM):

● Measured cross section:

● Significances:

µ=

14 7 Conclusions

Table 3: ttZ in three-lepton final states: predicted signal and background event yields in Njets =
3 category. The first and second uncertainty values are statistical and systematic, respectively.

Njets = 3
Process Nbjets = 0 Nbjets = 1 Nbjets � 2

WZ 7.67 ± 0.32±1.53 3.88 ± 0.24±0.78 0.73 ± 0.10±0.15
ttX 0.23 ± 0.04±0.06 0.95 ± 0.07±0.24± 0.94 ± 0.08±0.24

Non-prompt 1.82 ± 0.72±0.55 3.80 ± 1.04±1.14 0.21 ± 0.19±0.06
Rare 2.16 ± 0.56±1.08 0.88 ± 0.13±0.44 1.03 ± 0.67±0.52

Background 11.89 ± 0.97±1.96 9.51 ± 1.08±1.47 2.91 ± 0.71±0.59
ttZ 0.41 ± 0.10±0.07 2.50 ± 0.19±0.13 1.99 ± 0.18±0.17

Predicted 12.30 ± 0.97±1.96 12.01 ± 1.10±1.47 4.91 ± 0.73±0.61
Data 17 9 5

Table 4: ttZ in three-lepton final states: predicted signal and background event yields in Njets �
4 category. The first and second uncertainty values are statistical and systematic, respectively.

Njets � 4
Process Nbjets = 0 Nbjets = 1 Nbjets � 2

WZ 1.88 ± 0.16±0.38 1.48 ± 0.15±0.30 0.82 ± 0.12±0.16
ttX 0.06 ± 0.02±0.01 0.40 ± 0.07±0.10 0.78 ± 0.08±0.19

Non-prompt 1.56 ± 0.62±0.47 1.26 ± 0.85±0.38 0.72 ± 0.53±0.22
Rare 0.78 ± 0.24±0.39 0.33 ± 0.03±0.16 0.16 ± 0.02±0.08

Background 4.27 ± 0.69±0.72 3.46 ± 0.87±0.52 2.48 ± 0.55±0.34
ttZ 0.59 ± 0.10±0.10 2.29 ± 0.22±0.23 5.58 ± 0.32±0.45

Predicted 4.87 ± 0.69±0.72 5.74 ± 0.89±0.57 8.06 ± 0.64±0.57
Data 4 9 10

background-only hypothesis.

The profile likelihood ratio test statistic q(r) = �2L(r, q̂r)/L(r̂, q̂) is used to extract the asymp-
totic best-fit cross section, the associated uncertainties and the significance of the observation
of the signal process [23]. Here, q̂r are the values for nuisance parameters which maximize the
likelihood function for signal strength r. The quantities r̂ and q̂ are the values that simultane-
ously maximise L.

We find an expected signal significance of 2.9 and 1.2 standard deviations from the background-
only hypothesis in the 3- and 4-lepton channels, respectively. The observed significance is 3.5
and 0.9 respectively and the predicted and observed yields in each analysis category are shown
in Fig. 7 and 8 for three-lepton and four-lepton analyses, respectively. The combined signifi-
cance of the 3- and 4-lepton channels together is 3.1 (expected) and 3.6 (observed), as detailed
in Tab. 6. The measured signal strength parameter is found to be 1.27 +0.42

�0.37(stat.) +0.20
�0.17(sys).

This value is multiplied with the MG5 AMC@NLO ttZ cross section mentioned in Sec. 2.1,
where the cross section is corrected for the branching ratio [24], to obtain the measured cross
section of ttZ:

s(pp ! ttZ) = 1065 +352
�313(stat.) +168

�142(sys.) fb

7 Conclusions
A measurement of top quark pair production in association with a Z boson using 13 TeV CMS
data has been presented. The analysis is performed in three-lepton and four-lepton final states,
and these two are combined to extract the cross section of the ttZ. The ttZ three-lepton chan-

Consistent with SM



Beam spot determination
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X(750)→ɣɣ analysis
• Presented at Moriond EW

40

 WGM- PC report - 17 Mar 2016 23

High mass diphoton search updated
EXO-16-018

3.8T data
with updated ECAL calibration 

(~10% sensitivity improvement)

added 0T data
with dedicated 0T calibration 

( additional 10% sensitivity improvement)



X(750) analyses
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US CMS Meeting - Physics Status and Prospects - 18 May 2016 18

X(750): no stone unturned



CT-PPS acceptance
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210-F 
220-C 

210-N 
B1 B2 

Distance of RP approach to beam required for 
acceptance y<0.5 at 750 GeV mass 



Phase 1 status: Pixel
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ss	

First	final	endcap	disk	with	modules	

Final	barrel	Supply	Tube	
being	dressed	with	electronics	

Final	barrel	detector	mechanics	
cooling	pipes	to	be	embedded	



New L1 trigger commissioning
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Legacy Upgrade

Level-1 Calorimeter trigger

Layer 1: 18x CTP7 cards Layer 2: 10x MP7 cards

CTP7 MP7

Layer 2Layer 1

• Phase 1 L1 calorimeter trigger 
commissioned with data

- New trigger exploits full granularity 
of detector, with advanced 
algorithms: 

- improved efficiencies, PU 
rejection, object ID and 
resolution compared to 2015

- Successfully triggered on beam 
splash events with upgraded EG/Jet 
triggers

- Huge effort in developing firmware, 
emulators, online software

- 100% matching between data 
and emulator in first collisions

- Algorithm performance appears 
as expected with first data 



New L1 trigger commissioning
• New L1 muon trigger 

running at P5
- Improved algorithms due to 

more capable hardware - keep 
thresholds low at higher PU

- significant progress being made in 
understanding performance 
compared to legacy system

- TwinMux: installation of data 
concentrator (replacement of 
second layer of DT trigger 
electronics) completed

- input and output (to new Barrel 
Track finder) connected and 
operational  
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CMS LHCC 42

CSC Hits DT Hits RPC Hits

MPC TSC LB

CSC Track

Finder

DT Track

Finder
PACT

CSC

Sorter
DT Sorter

RPC

Sorter

Global Muon

Trigger

Global Trigger

CSC Hits RPC Hits DT Hits

MPC LB CuOF

MPC

Mezz
CPPF TwinMux

Endcap

Track

Finder

Overlap

Track

Finder

Barrel

Track

Finder

Micro Global

Muon Trigger

Micro Global

Trigger

HO oSLB

Calo Layer

2

Moving from a sub-detector

centric layout to a geographical

concept

3 Muon Track Finders for 3 eta

regions:

BarrelMTF    OverlapMTF       

EndcapMTF

TwinMux is a data

concentrator that merges,

arranges and fan-out the

slow op#cal links from the

DT, RPC and HO in faster links

(10 Gbps)

FROM A. TRIOSSI

02/29/16 CMS LHCC 42

Level-1 Muon trigger upgrade
LEGACY UPGRADE

EMTF

OMTF

BMTF



Magnet cryogenics
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NEW Primary Oil 
Removal System NEW Oil Coalescers OLD system

excellent performance of new system (more effective than old system in removing 
Breox contaminant)



Splash and non-stable beams

• Successfully recorded data from beam splash and first collisions data
- beam splash triggered with new Stage 2 EG algorithms (using special configuration)
- both sets of data used to verify detector status, readout and trigger timing alignment 

47

Friday 8th April
first non-stable beam collisions 

Tuesday 29th March
successful triggering of beam splash



Detector status
• Percentage of operational channels at beam startup typically >99%

• Stable relative to end-2015
- recovery of dead regions corresponding to 3% of Preshower (ES) following on-

detector repairs during YETS
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ECAL detector status
• Two significant refurbishment campaigns completed 

- MARATON refurbishment (EB/EE LV power supplies)
- Preventative maintenance of 136 units + spares carried out in USC

• ES LV connector rework (at detector patch panel)
- Replaced problematic “Phoenix” connectors - ES active channels now >99.9%
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View of opened MARATON
cooling block visible at bottom right

ES Low voltage feedthroughs
Left: before rework; Right: after rework


