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Macro Network Science Themes

• Transition From Legacy Networks To Networks That 

Take Full Advantage of IT Architecture and Technology

• Extremely Large Capacity (Multi-Tbps Streams)

• High Degrees of Communication Services 

Customization

• Highly Programmable Networks

• Network Facilities As Enabling Platforms for Any Type 

of Service

• Network Virtualization 

• Highly Distributed Processes

• SDN/SDX/SDI/OCX/SDC/SDE

• Key Attribute For SDXs = Open Services, Architecture, 

Connectivity
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Compilation By Maxine Brown

http://www.sdss.org/news/features/20001005.ded.html
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LHCONE – LHC Open Network Environment
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StarLight International/National Communications 

Exchange Facility– “By Researchers For Researchers”

Abbott Hall, Northwestern University’s

Chicago CampusView from StarLight

StarLight Is an Innovation Platform 
For Advanced Communications 
Services Architecture and 
Technologies, Including Experimental 
Testbeds Optimized For
High-Performance Data Intensive 
Applications
Multiple
10GE+100 Gbps
StarWave
Multiple 10GEs
Over Optics –
World’s “Largest”
10G/100G Exchange
First of a Kind

Enabling Interoperability
At L1, L2, L3 
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Global Network Science

The Global Lambda Integrated Facility As the Basis For

Distributed SDN/SDX Testbeds & Prototypes
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Source: GLIF Auto GOLE Group
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Source: John MacAuley

iCAIR

GLIF AutoGOLE 

Initiative
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AutoGOLE Dashboard

Control Plane Data Plane



•noatime,nodiratime – these parameters tells ext4 not to write the file and directory access timestamps.

International SDN/OpenFlow Testbed
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Forthcoming GENI Book: September 2016

Chapter:

Creating a Worldwide Network

For The Global Environment for Network

Innovations (GENI) and 

Related Experimental Environments 



•noatime,nodiratime – these parameters tells ext4 not to write the file and directory access timestamps.



•noatime,nodiratime – these parameters tells ext4 not to write the file and directory access timestamps.



•noatime,nodiratime – these parameters tells ext4 not to write the file and directory access timestamps.

Software Defined Networking Exchanges 

(SDXs): Motivations

• With the Increasing Deployment of SDN In Production Networks, 

the Need for an SDN Exchange (SDX) Has Been Recognized. 

• Current SDN Architecture/Protocols/Technologies Are Single 

Domain Centralized Controller Oriented 

• SDXs Are Required To Interconnect  Increasing Numbers Of SDN 

“Islands.”

• SDXs Provide Highly Granulated Views Into (and Control Over) All 

Flows Within the Exchange – i.e., Much Enhanced Traffic 

Engineering and Optimization.

• Options for Many New Types of Services and Capabilities, e.g., 

Encyption E2E, Ultra High Resolution Digital Media, Support for 

Data Intensive Science 

• WH Office of Science and Technology Policy – Large Scale Science 

Instrumentation

• Democratization Of Exchange Facilities – Options for Edge Control

Over Exchange Flows
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• Implementation Of Key Software and Hardware Components Of a 

Layer 2 SDN/OpenFlow Exchange (SDX) Between GENI Layer 2 

Network Resources and Other Research Networks.  

• Providing Tools For Experimenters To Request And Receive 

Resources from the Exchange That Are Fully Integrated With GENI 

Standard Interfaces, Such As the GENI Clearinghouse, the GENI 

API, GENI Stitching, While Maintains SDN Architectural Attributes

• Integrates GENI Tools & Experimenter Tools From Other 

Participating Networks

• Supports Open Exchange Policies

• Ensures Resilience/Reliability/Paths 

• Ensures Capabilities for Intra and Inter-Domain Interoperability –

Without Requiring Intermediaries

• Provides Monitoring and Measuring Capabilities 

• Ensures Capabilities and Options For On-Going Enhancement, 

Expansion, Extendibility

StarLight GENI L2 SDX 
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IRNC: RXP: StarLight SDX Key Participants
• PI Joe Mambretti, Director, International Center for Advanced Internet Research 

Northwestern University, Director, Metropolitan Research and Education Network 

Director, StarLight International/National Communications Exchange Facility 

• Co-PI Tom DeFanti, Research Scientist, (tdefanti@soe.ucsd.edu)

California Institute for Telecommunications and Information Technology (Calit2), 

• University of California, San Diego, Co-Director, StarLight

• Co-PI  Maxine Brown, Director

Electronic Visualization Laboratory, University of Illinois at Chicago, Co-Director StarLight

• Co-PI Jim Chen, Associate Director, International Center for Advanced Internet Research 

• Northwestern University

• Senior Personnel

• John Graham, Senior Development Engineer, Calit2, UCSD

• Phil Papadopoulos, Program Director, UC Computing Systems, San Diego Supercomputer 

Center, UCSD, Associate Research Professor (Adjunct)  Computer Science  UCSD 

• Tom Hutton, Network Architect, UC San Diego Supercomputing Center, SDSC/Calit2 QI

• Larry Smarr, founding Director of Calit2) a UC San Diego/UC Irvine partnership, Harry E. Gruber 

Professor in Computer Science and Engineering (CSE) at UCSD's Jacobs School.

• Linda Winkler, Senior Network Engineer, Math and Computer Science Division, Argonne National 

Laboratory, Senior Network Engineer, StarLight Facility, Technical Director, MREN

• John Hess, Director, Network Engineering and Design, CENIC

• Also, Other Members of the StarLight Consortium, Multi National and International Partners
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Implementing NSI in production –

evaluating SDN
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SC15 SDN/SDX/SDI 100 Gbps 

Demonstrations

• iCAIR Participated in (Or Led) ~ 20 Sets of 100 

Gbps Demonstrations at SC15, Almost All 

Which Involved Elements of SDN/SDX/SDI

• What’s New=> Using Orchestrated SDX 

Services To Implement and Control WAN 

“Superchannels,” In Part Enabled BY DTNs –

Highly Scalable Dynamic Provisioning – A 

Scalability Not Possible On Today’s Networks
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5*100 Gbps From StarLight

3* 100 Gbps from Wash DC

SC16

SLC
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Image Developed By azher Muhgal
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Demonstration: Tbps Ring Using Superchannels

Image By

Azher Mughal
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Petascale

SDX@100 Gbps

SC15
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Demonstration Fermi National Accelerator Laboratory & 

iCAIR: Multicore-aware Data Transfer Middleware

(MDTM) Project (DOE)
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Multicore-aware Data Transfer Middleware

(MDTM) Project (DOE)

• Issue: Existing Data Transfer Tools Do Not Efficiently 

Exploit Multicore Devices Using Common OS 

Implementations, Especially With Regard To NUMA 

Systems.

• The Large Gap Between OS Processes And Multicore 

Hardware Designs Results In Network I/O Inefficient –

Only “Best Effort” Handling Of Processor Threads for 

Data Transfer.

• Basic Processes Are Generic: No Distinctions - Type of 

Transfer, Type of Service, Thread Locality, Anomalies, 

Requirements, Priorities, Dynamic Changes, etc

• OS Tuning Alone Cannot Resolve Performance 

Problems
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StarLight SDX SURFnet SDX
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StarWave 8700 @ StarLight Controlled 

By openNSA/ONSA

SL-Ciena 8700 SL ExoGENI Rack 

Controlled By ExoGENI Rack in 

Ottawa

Multi-Tenant 100 GE SDX
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Coming Soon =>Taiwan SDX
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Slice Exchange Showcase at GEC 21
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Also CENI
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An Industry First: June, 2016 – Ciena, Canada’s Advanced Research and Innovation Network 

(CANARIE) and the StarLight International/National Communications Exchange Facility 

Consortium completed a 300 Gb/s  8QAM (Quadrature Amplitude Modulation) 

trial on a live network using Ciena’s Waveserver. 

Two Bonded 150 Gbps Lighpaths 

On A Superchannel

StarLight
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• New R&E Open Exchange Operated By 

CANARIE

• Montreal  100 Gbps International Connectivity

• To Be Completed ~ October/November

New Open Exchange In Montreal
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E2E Real Time Service Analytics Over 100 G Paths Using the Blue Planet Framework
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Genomic Data Commons (GDC) Announced

• The GDC, a Unified Data System for Sharing Genomic and Clinical 

Data Among Researchers, Was Launched June 6 With a Visit from 

Vice President Joe Biden To the Operations Center at the 

University of Chicago.  

• An Initiative of the National Cancer Institute (NCI), the GDC Will Be 

a Core Component of the National Cancer Moonshot and the 

President’s Precision Medicine Initiative (PMI)

• It Benefits from $70 million Allocated to NCI to Lead Efforts in 

Cancer Genomics as Part of PMI for Oncology.

• The GDC Will Centralize, Standardize and Make Accessible Data 

from Large-Scale NCI Programs

• The GDC Will be Part of a Global Ecosystem
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Biomedical Data Commons:

Flow Orchestration: Control Plane + Data Plane 

Data Plane

Control Plane

Data Repository A (West Coast)

Data Repository C (Asia) Data Repository D (Europe)

Data Repository B

(South)

Visualization Engines

North America
Compute Engines 

(Midwest)



•noatime,nodiratime – these parameters tells ext4 not to write the file and directory access timestamps.

Genomic Data Commons Data Transfer
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Object Storage

(Data)

Local

Compute

“Local” Location 

(University of Chicago, US) 

Remote

Compute

ClientClientServerServer

UDT

“Remote” Location 

(ASGC, Taiwan)

TCP

Remote stats and 

visualizations

Parcel Based Collaboration

parcel-

udt2tcp

parcel-

tcp2udt

Client identifies and 

retrieves data with ARK ids

Performs Compute

Remotely

Results are pushed back

to remote storage and an

ARK id is assigned

Visualizations are

produced locally

Source: Kevin P. Keegan, Bob 

Grossman
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IRNC SDX

IRNC SDX

IRNC SDX

IRNC SDX

GENI

SDX

UoM SDX

Planned US SDX Interoperable Fabric

GENI 

SDX IRNC SDX
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Will Be Contiguous To 

the StarLight SDX
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Global Research Platform

• A Emerging International Fabric

• A Specialized Globally Distributed Platform For Science 

Discovery and Innovation

• Based On State-Of-the-Art-Clouds

• Interconnected With Computational Grids, 

Supercomputing Centers, Specialized Instruments, et al

• Also, Based On World-Wide 100 Gbps Networks

• Leveraging Advanced Architectural Concepts, e.g., 

SDN/SDX/SDI – Science DMZs

• Ref: Demonstrations @ SC15, Austin Texas November 

2015

• New=> Global Research Platform 100 Gbps Network 

(GRPnet) On Private Optical Fiber Between PacificWave 

and StarLight via the PNWGP
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SDX Services For Superchannels & DTNs

• Many Architectural and Technology Options Exist For 

Both Superchannels and DTNs 

• Different Types Of DTNs Are Being Developed By Many 

Research Organizations:
– ESnet

– NASA

– Naval Research Lab

– iCAIR (PetaTrans DTN)

– NCSA

– SDSC

– Fermi National Accelerator Laboratory

– Brookhaven National Laboratory

– Ciena Research

– Dell Research

– etc
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Emerging WAN Architectural Models

• Current Generic WAN Model

– ESDC SWDC RoutersWANDC RoutersDC SWES

• Current Experimental Model Enabled By SDXs

– CESDTNDC SC SWsWANDC SC SWsDTNCES

• Potential Future WAN Model Enabled By SDXs

– ESDTNDC NGDSDXWANSDX<=>DC  

NGDDTNES

– NB: Attempted Only In Prototype Not In Production
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Key Emerging Enabling NGD Technology

• Support for L2/L3 Protocols and MAC Interfaces at 1 Gb/sec, 10 

Gb/sec, 40 Gb/sec, and 100 Gb/sec

• a) Deep Buffers -- Gigabytes (V. Important For Large Scale Flows)

• vs Current General 16 MB

• b) Large Routing Tables (Scales To Millions of Routes & MAC 

Addresses)

• c) Ultra Fast Packet Processing

• d) Virtual SWs (Segmentable Switches)

• e) Support for Modular Switches (Can Link Line Cards Within  

Chassis To Create Scalable SW w/ Large # Of Ports)

• f) Quality of Service Features 

• g) Options For Allocating Specific Capacity To Individual 

Subscribers Encapsulated Within Chassis

• h) Core Support for NFV

• i) Addresses Networks W/ High Variance/Mixes In Speeds  (Can  

Generate Congestion)
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KREONet2 and GLORIAD-KR

KISTI Daejeon 100 G StarLight

Soon: Daejeon SDX  StarLight SDX
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An Experimental Testbed For 

Computer Science Research

Another SDX Opportunity – Especially For Federation!

SDX=> “Federation As A Service” Federated With GENI and Canadian SAVI
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• GENIFIRE

• GENIChameleon

• ChameleonFIRE

• GENISAVI (Smart Applications On Virtual Infrastructure)

• ChameleonSAVI

• GENIVnodeiCAIR Testbed

• ChameleonExoGENIiCAIR Testbed

• GENICloudLab

• iCAIR TestbedG-Lab Tomato

• In Process: 

– ChameleonGrid’5000GENI

– GENIChameleon Open Science Data Cloud

– ChameleonXSEDE

– GENIMAKI ??

– Etc.

– “Federation-as-a-Service” ? Enabled By SDXs?

Testbed Federations
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www.startap.net/starlight

Thanks to the NSF, DOE, NIH, 

USGS, DARPA

Universities, National Labs, 

International Partners,

and Other Supporters


