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Quick overview of Operations Portal
Interaction with EGEE services
COD Dashboard (GGUS and SAM 
interfaces )
Future Evolutions // Automation 
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Operations Portal

http://cic.gridops.org
This portal has been created as a part of the SA1 activity 
of the EGEE Project .
It is dedicated to ensure:

– to be a management and operations tool for EGEE / LCG projects.
– to be an entry point for all Egee actors for their operational needs 
– to manage the available information about EGEE VOs and related 

VOs 
– to monitor and ensure grid day-to-day operations on grid 

resources and services (COD teams)

http://cic.gridops.org/
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Architecture

The portal is based on three distinct 
components :
– A web portal module ( php and html, css files)
– A database module (Oracle)
– A data processing system (named Lavoisier)
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Interaction with EGEE services
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COD Dashboard

The main part used for operations is the 
COD dashboard :
– GGUS Tickets interface 
– Monitoring alarms interface
– Weekly Handover 
– Other  tools including : 

• list of Scheduled Downtimes, 
• SAMAP (SAM admin’s page), 
• IRC chat for CODs, …
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GGUS helpdesk

Tickets created by CODs are part of the GGUS 
System. There is in GGUS a dedicated Helpdesk 
for COD tickets (CIC_Helpdesk). This is the one 
which is interfaced with the dashboard.
This dedicated Helpdesk is connected with the 
global GGUS helpdesk and tickets information 
transits from one to another.
Having such a dedicated helpdesk ensures to 
cover specific COD needs (fields for site and 
node,specific escalation procedure…).
Interface is done using SOAP web services
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SAM Alarms

When a test is failing, a new alarm appears in the dashboard. Next 
failures for the same test on the same node won’t trigger other alarms 
unless the existing one is set to off

When an alarm masking other alarms is set to off, masked alarms are 
“unmasked”: if the current status of the test is OK, alarm is set to off. If 
not, alarm is set to new.

For each alarm, a set of information is available:
- Test that failed
- Date of the failure
- Impacted node
- Corresponding site
- Current status of the test
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Summary of general workflow
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Next evolutions // Automation

Adapt the dashboard to Monitoring evolutions  
Integrate the dashboard in a region Model 
(partially done ) 
Integrate core services failures and smart 
monitoring 
– In collaboration with TIC group (tools improvements for 

COD) 
– In collaboration with SA2 activity for network troubles
– Improve rules to mask alarms
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Useful links

Operations portal documentation
– http://cic.gridops.org/index.php?section=home&page=generaldoc

– http://cic.gridops.org/common/all/documents/Portal_doc
umentation/CICportal_SAM_GGUS_interface_technical
_documentation.pdf

Tools improvements for COD
– http://goc.grid.sinica.edu.tw/gocwiki/Tools_Improvements_for_CO

D/FailuresDueToCoreServices#head-
2ffb1894949ef0afce11abf216a577b5087c0560

http://cic.gridops.org/index.php?section=home&page=generaldoc
http://goc.grid.sinica.edu.tw/gocwiki/Tools_Improvements_for_COD/FailuresDueToCoreServices
http://goc.grid.sinica.edu.tw/gocwiki/Tools_Improvements_for_COD/FailuresDueToCoreServices
http://goc.grid.sinica.edu.tw/gocwiki/Tools_Improvements_for_COD/FailuresDueToCoreServices
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