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DUNE

Deep Underground Neutrino Experiment

● Flagship experiment of the USA

● 4 cryostats, each of them:
○ 18 m x 17 m x 66 m => 17 kton Liquid Argon (LAr)
○ Time Projection Chambers (TPCs)  with ~400 k channels

● Extremely varied physics program
○ Neutrino beam, supernova explosion,

proton decay, atmospheric and 
solar neutrino measurement

● Challenge for the trigger and DAQ system
○ Fit very different requirements
○ TPC sampled at 2 MHz (continuous readout)
○ Photodetectors sampled at 150 MHz (local triggering)

3Pictures from: Fermilab (fnal.gov), DUNE Science (http://www.dunescience.org/)
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ProtoDUNE

New collaboration between the EU and the USA

● Location: on the surface, at the CERN Neutrino Platform
○ Collaboration Area for the EHN1  Extension
○ For R&D experiments on future Neutrino Detectors

● Two 10x10x10 meter LArTPCs 
○ 2 prototypes to evaluate options

■ Single and dual phase
○ Each containing about 800 tonnes of LAr

● Offers a realistic picture of how DUNE will work 
○ covers instrumentation and commissioning aspects 

● Goal: ensure the viability of components

Project launch: Q1 2016

Expected data taking: Q4 2018
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Extreme schedule!

2016-08

2018-06



ProtoDUNE Single Phase

Represents the largest monolithic single phase LArTPC detector 

to be built to date

● Its goal is to validate detector design and construction for DUNE’s 

single phase Far Detectors
○ Detector modules: Anode Plane Assembly (APA) of final size
○ 4% of detector elements

● Being on the surface (cosmic rays),

it needs to be externally triggered
○ In order to limit the amount of data acquired 

● Aims to record ~6 M beam events in 2018

● Rate and volume of data produced is substantial: O(Tb/s)
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APA

Inside the cryostat

Components
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Challenging conditions and constraints!



TDAQ system for
ProtoDUNE-SP 

● In August 2018:
○ Detector construction is completed
○ Ready for beam run!
○ Extremely tight constructions and 

commissioning schedule

● On the surface
○ Needs to be externally triggered
○ Must limit the amount of data gathered

● DAQ is designed to use:
○ Commercial off-the-shelf (COTS) components
○ Existing frameworks
○ Generic DAQ technologies

● Evaluates different readout solutions for 

DUNE’s TDAQ
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Brief comments
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ProtoDUNE-SP environment

● Detector
○ 6 Anode Plane Assemblies (APAs)

■ TPC: ~450 Gb/s (continuous readout; 15,360 channels @ 2 MHz)
■ Photodetectors (PDs): ~1 Gb/s (locally triggered)

○ On surface
■ High flux of cosmic ray particles

○ On SPS beam line
■ charged particles 0.5 – 7 Gev/c
■ SPS super cycle structure: 2 x 4.8 s extractions in 32.4 s

● DAQ 
○ Will be a single, scalable system across all detectors

■ For different interfaces, without differentiation on detector type from operations point of view
○ System needs to be partitionable with complete flexibility
○ DAQ will operate without dead-time under ‘normal’ conditions

■ Continuous storage of overlapping ranges of data in space/time
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DAQ in numbers

● If continuous readout
○ Averaged bandwidth over SPS cycle:  ~135 Gb/s
○ Lossless data compression is needed to reduce event size

■ Expected DAQ compression capacity ≈ x4
○ Average storage throughput ≈ 34 Gb/s

● Introduction of a simple global trigger to mitigate data-flow
○ Cannot rely on triggering on TPC signatures, hence the high activity from cosmic rays
○ Minimum 25 Hz [max 100 Hz] of triggers during spill
○ Corresponds to 17 Gb/s [68 Gb/s] of average storage bandwidth 

■ 4.2 Gb/s [17 Gb/s] with x4 compression
■ Peak ≈ 56 Gb/s [225 Gb/s] (14 Gb/s [56 Gb/s] with x4 compression)

● The DAQ needs to ensure proper decoupling between the “online” and the “offline” worlds
○ Sufficient storage space for raw data files on the DAQ side: store up to 3 days worth of data taking
○ Min 135 TB required (25 Hz in spill + x4 compression), 700 TB of usable disk space installed
○ The maximum allowed throughput from online to offline is 20 Gb/s
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General structure
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● Readout with larger buffers to allow 

exploiting the spill structure

● Custom board for implementing 

trigger logic
○ Inputs from beam instrumentation, 

muon veto and photodetectors

● Trigger rate: 25 Hz in burst 

● The average data rate over the spill is 

expected to be about 3 Gb/s

● An event is a 5ms window of all data 
contained in the readout, 
corresponding to the timestamp of a 
trigger

○ ~60 MB, if x4 compression is achieved

● 20 Gb/s dedicated bandwidth to EOS.

Temporary
storage

Event 
Builders

Readout

Cosmic Ray Tagger 
(CRT)

Trigger & Timing

Local 
TriggerPhotodetectors

APAs

ADCs

Beam 
Instrumentation
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CERN Open 
Source Storage 

(EOS)

MAX 20 Gb/s

Monitoring



Front-end electronics 
Warm Interface Boards - WIBs

Interface from cold electronics to DAQ with 

shielding and local real-time diagnostics 

● Source: ProtoDUNE Front-end 

Motherboards (FEMBs)

● Multiplex data from 4 FEMBs

● Output: Optical links to DAQ,

towards readout systems and slow control

Photodetectors - SSPs

The Silicon Photomultiplier Signal Processor (SSP) 

prototype module

● High-speed waveform digitizer

● Current sensitive, differential input amplifiers
○ Good noise performance over long cables

● 12 channels per module

● Uses Artix FPGA for signal processing
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Core components 

● Trigger system

● Timing system

● Software
○ Run control
○ Dataflow manager

● Temporary storage

● TPC readout systems
○ RCE readout
○ FELIX readout
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DAQ in 3 racks!



Timing system

New system, but re-using proven 

hardware and firmware components

● Provides the core clock to all endpoints 
● Features:

○ Timestamping 
○ Trigger distribution
○ Internal triggers 
○ Trigger veto 
○ Partitioning 
○ Synchronisation

● Interfaces to readout boards necessarily vary
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Hardware Software 



Trigger system

● Central Trigger Board (CTB) is based on SoC
○ MicroZed board  - Xilinx Zynq7000

● Receives trigger signals from:
○ Beam Instrumentation 
○ Cosmic Ray Tagger - CRT
○ Photodetectors

● Assembles global trigger signal
○ Broadcasted to timing network

● Unless the inputs take a very long time 

to be sent to the CTB, it will be able to 

decide on a trigger well under 1 μs
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Motherboard implements hardware interface with different systems
FPGA implements trigger logic, interface with timing
CPU/Software manages FPGA configuration and communication with DAQ software



TPC readout systems

ATCA platform

from SLAC National Accelerator Laboratory

● Baseline

● 5 APAs - 12,800 channels
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FELIX readout of the ATLAS Experiment

● Prototype solution

● 1 APA via FELIX - 2560 channels

● 2 solutions implemented
○ 2 firmware variants in front-end electronics (WIBs)

● Aim to identify strong and weak points of both solutions



RCE readout

ATCA SLAC Platform

● RCE (Reconfigurable Cluster Element) platform is a full meshed 

distributed architecture
○ Based on networked SoC elements (9 processing element SoCs)

■ Dual core ARM A9 processor, 1 GB DDR3 memory
■ Data processing daughter board with dual Zynq 045 FPGAs

● Approach to process data early on, in custom firmware and software
○ Tightly coupled firmware and software
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Crate

ProtoDUNE RTM

Carrier Board (COB)



FELIX readout

Front-End Link eXchange 
Readout system of the ATLAS experiment

● Approach to rely on servers and COTS 
to do data processing

○ PCIe based

● Software trigger selection
○ State of the art, lock-free circular buffers

● Software compression
○ Can be hardware accelerated 

with Intel© QuickAssist (QAT) technology
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FELIX readout in detail from Weihao Wu: FELIX: the new detector interface for the ATLAS experiment
ProtoDUNE-SP FELIX readout In detail on the poster from Milo Vermeulen: FELIX based readout of the Single-Phase ProtoDUNE detector

● BNL-711
● Xilinx Kintex 

Ultrascale
● 48 Optical links 

(MiniPODs)

Hosting serverFELIX PCIe card
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DAQ software 
● Use of existing solutions, frameworks

● Data flow software framework

● Run Control

● Operational monitoring

● Online monitoring

● Utilities

17

Main components
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ArtDAQ

DAQ software framework developed in Fermilab

customized  for experiments

● Data Flow Orchestrator
○ Manages the flow of event fragments 

from BoardReaders to EvenetBuilders

● Distribution of events to online monitoring
○ Dispatchers deliver events to online 

monitoring applications

● Configuration Management

In detail from the previous talk from Eric Flumerfelt : Flexible and Scalable Data-Acquisition Using the artdaq Toolkit
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Run Control

Based on the Joint COntrols Projects (JCOP) extension 

for the WinCC-OA© framework from Siemens©

● Used by all of the LHC experiments, with official CERN support

● The user defines the desired topology of the DAQ system 
○ include/exclude components and/or parts of detector to be readout

● Finite state machine (FSM) with hierarchical control over nodes and devices

● Partition control
○ different instances of the RC can control in parallel different topologies in an exclusive way

● Trigger and inhibit control

Needs to be convenient, straightforward and easy to use

as it provides the main front-end for DAQ users.
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Components tree



Operational monitoring

Aggregated metrics of sub-components  to get a global

view on the status of the data-flow

● Monitoring panels show assembled 

metrics quantities for the different 

component types

● Detailed view with trends for single components

● Metrics are stored and archived in CERN

central Oracle databases
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During data taking it is essential to monitor the performance of the 

detectors and ensure expected functionalities

● DataLogger sends events to one or more dispatcher processes

● Dispatchers route events to the online monitoring processes 

● RAW decoders upack the raw data to perform low-level analysis

● ArtAnalyzers perform high-level analysis of the unpacked events

● Histograms are saved and propagated to the web display

It was an essential tool to qualify the APAs during the coldbox tests

Online monitoring

The coldbox is a QA test of detector’s components (APAs), cold electronics and interfaces to the DAQ



Utilities

We are using mature and well-known system administration and 

management tools to aid flexible, robust and easy development operations  

● Process management relies on supervisord
○ The Run Control ensures the topology of supervised processes

● Cluster management and automation driven by Ansible roles
○ Makes the extension or replacement  of the DAQ hosts easy
○ Enforces expected states of hosts

● Process logs are sent to CERN’s Elasticsearch stack
○ Centralized logging infrastructure for monitoring,

log archiving and system analysis

● Cluster monitoring with Prometheus
○ Host health checks for CPU, memory, network and disk utilization 
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These industry standard tools are preferred over homebrew solutions.



Summary

● ProtoDUNE-SP due to take data in Q4 of 2018

● Breaks records as the largest beam test experiment 
so far 

● COTS electronics and software components have 
been chosen to meet the aggressive timescale of 
the experiment

● Custom timing and trigger electronics and software 
developed

● DAQ system designed to evaluate hardware and 
software solutions for DUNE

● Compression and triggering will take the ~480Gb/s 
data from the front-end and reduce it sufficiently 
to 20 Gb/s bandwidth to permanent storage
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Backup slides ● EHN1

● WIB

● SSP

● Trigger system details

● APA cold test
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EHN1
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Warm Interface Boards (WIB)
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Interface from cold electronics to DAQ with shielding 
and local real-time diagnostics 

● Source: ProtoDUNE Front-end Motherboards (FEMBs)
● Each stream sends 56 bytes per 500ns
● About 3.6 Gb/s payload per FEMB 
● Multiplex data from 4 FEMBs
● Output: Optical links to DAQ 

(Towards RCE, FELIX and slow control)

Each APA is isolated inside the cryostat and only connected to the 
detector ground through the CE at its own CE flange.
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SSP
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The Silicon Photomultiplier Signal Processor (SSP) prototype module
● High-speed waveform digitizer
● Current sensitive, differential input amplifiers

○ Good noise performance over long cables

● Timing obtained using signal processing techniques 
on leading edge of SiPM signal (CFD) 

● 12 channels per module
● Uses Artix FPGA for signal processing
● Has Trigger Out signal 
● Deep data buffering – 13 μsec 
● No dead-time (up to 30 KHz/ch) 
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Trigger system - details
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APA cold test (LN
2

)
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ENC @ 150K:
380 (X), 460 (U, V) e
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