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Recall of the ALICE Computing Model
VOBOXES

ALICE Storage Model and solutions
ALICE transfer system

CREAM-CE
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BN CHALLENGES: GOALS

Running in continuous PDC mode since 2006

Validation of the LCG/gLite workload management
services

Stability of the services is fundamental for the entire
duration of the exercise

Validation of the data transfer and storage services

The stability and support of the services have to be assured
beyond the throughput tests

Validation of the ALICE distributed reconstruction and
calibration model

Integration of all Grid resources within one single —
interfaces to different Grids (LCG, OSG, NDGF)

End-user data analysis
Full Dress Rehearsal and CCRC 08 during ALICE FDR




geldlq] THE ALICE IMPLEMENTATION:
diststd ALIEN

o Own Task queue and related services

e Pull Model service: a server holds a master queue of jobs and it
Is up to the CE that provides the CPU cycles. It asks for the jobs

o Use of the WLCG-WMS for agent submission

o Several Grid infrastructures available since the
PDCO06

e Use of AliEn as a general front-end
e LCG, OSG, NDGF
e Lots of resources but different middleware

o Use high-level tools and APIs to access Grid
resources

e Developers put a lot of abstraction effort into hiding the
complexity and shielding the user from implementation changes




Maps, sites and services status monitored via
MonalLisa: http://pcalimonitor.cern.ch

?g—»?? ALICE IN THE WORLD
for E-sciencE
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for E-sciencE
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SEGS PRINCIPLE OF OPERATIONS: ‘ .
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o VO-boxes deployed at all TO-T'1-T2 sites providing
resources for ALICE

e Mandatory requirement to enter the production
e Required in addition to all standard LCG Services
e Entry door to the LCG Environment

Runs standard LCG components and ALICE specific
services

o Uniform deployment
e Same behavior for T1 and T2 in terms of production
o Differences between T1 and T2 a matter of QoS only

o Installation and maintenance entirely ALICE
responsibility
e Based on a regional principle
o Set of ALICE experts matched to groups of sites
o Site related problems handled by site administrators

o LCG Service problems reported via GGUS
e Not too much, ALICE has experts in almost all sites

\
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o WLCG Configuration
e The VOBOX is the integration point to the WLCG
« FULL IMPLEMENTATION OF THE WLCG-UI
e FTS Client Services

o ALICE Configuration

e The specific requirements have been included in a

public document: VOBOX Security and Operations
Questionnaires v-0.5

e Distributed to all site managers before setting up
o Support for the whole Production

 Regional experts handle the VOBOXES

e Who i1s who perfectly established in most of the sites
e C(Central support placed at CERN
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.... for E-sciencE
ALICE Services in the VO-BOX

o Site Computing Element

o Interfaces different WMS (LCG, OSG, etc)
o It performs the matchmaking with the ALICE TQ

o This service in principle could be run centrally but scaling
and size problems of the CERN ALICE installation would
appear

o Agent Monitoring Service
o Control of all VO-BOX services
 Aslong as the VO-BOC exists, this service will run there
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.... for E-sciencE
ALICE Services in the VO-BOX

o PackMan

o It distributes, installs and configures the software
needed by ALICE jobs

e Includes versioning and test tools

o If a job needs a certain software to run, this service
automatically install it before pulling it from the TQ

e It 1s a complex and reliable service needed by the
ALICE architecture

e It writes the software under VO _ALICE_SW_ DIR

o It must therefore run in the VOBOX to access this area
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.... for E-sciencE
ALICE Services in the VO-BOX

o Monal.iisa

o It monitors the job status, the storage and the traffic

o It includes specific ALICE monitoring

ALICE would like to have it as BS service following
other experiment initiatives

It 1s installed in the VOBOX because:

o It runs specific LCG test suites which must be executed
from the VOBOX (monitoring of the VO-BOX 1itself)

o If a previous local aggregation is performed it will minimize
the monitoring traffic
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.... for E-sciencE
ALICE Services in the VO-BOX

o Storage Adaptor

e Handles the communication with LFC to translate
GUID to TURL/SURL

e Builds the TURL

e (Can act as a volume manager

e Starts up xrootd services
 Handles communication with FTD
» Monitor site storage configuration
e It must run in the VOBOX because

o To avoid communication with the central service (catalog)
o Need to communicate with the local LFC

o Need to be local to start xrootd and to monitor the storage
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ALICE Services in the VO-BOX

o xrootd
e Posix I/0
» Insulates application from local storage systems
o Efficient handling of storage

e Handles user-level file authorization
e It runs in the VOBOX because:

o It needs to communicate with the local SE

» An official requirement of ALICE to include it in the
middleware ongoing




1M [eldd STORAGE SOLUTIONS AND

BB B CURRENT STATUS

ALICE requires the xrootd protocol (I/0 and
transfers) interfaced to all Storage Systems

dCache — stable
CCIN2P3, GridKA, NDGF, NL-T1

Castor2 - stable, most heavily used
CERN, CNAF
RAL

dCache and DPM at T2s - stable, used for
MC production and user analysis
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for E-sciencE SOME INFORMATION
ABOUT XROOT (I)

o Xrootd 1s the protocol chosen by ALICE to access

data (I/0) and also as transfer protocol between
T1 and T2 sites

C.Ii_ent
Basic working
principle

A small

2-level
cluster.
Can hold
Up to 64
servers
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HEEE SOME INFORMATION .
ABOUT XROOT (II)

Simple cluster |
Up to 64 data servers
1-2 mgr redirectors

Advanced cluster
Up to 4096 (3 Ivis) or 262K
(4 Ivis) data servers
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.... for E-sciencE

Monitor Tools

o We are controlling the status of the transfers
with different tools

e Monalisa controls all FTD status

e Dashboard follows the FTS errors

o The status of the transfers are fully monitored also in
the VO-BOXES through the FTD logs

o All problems have been reported inmediatly
using GGUS

o Good support of the SC Experts




L“cI elcle]l] ALICE MONITORING
el SYSTEM

VO Box machine status
What i this sbout?
e Stat f the VOBOX, ALICE and
cPU Mem [% MB] | Swap [% MB] | Eth0 [KBis] Ethi [KB's] | Eth2 [KB/s] | System a us O e 3 an
Site name Last see online | Load5 | User | System | I0Wait| Int |Softint| Nice | Steal| idie | Cnt| MHz | Usage|Total| Usage |Total In | Out | In | Out | In | Out | Procs Socks . .
1. Aalborg 2007-0201 03 47| o0833) 70230024 0316 0 o 67| 2 23 77 20%6| 1267 9121/6.81 B0%8 5540 2278 -| | 169 144 WLCG t d
2. Athens 2007-01-29 21h A ¢ E &l = sl &L o SEl A - & s = & =B O§ % 5 SerVICeS are m0n| Ore
3. Bari - E - - 4o - A S -
4. Brmingham 2007-02-01 1719 0.168|0014| 02 o - s4s8 - - - - o4 39
5. BITP 2007-02-01 0.431] ooi8| 0215 0 4381 11142092 -] - 94 91 th ro u g h M L
6. Bokgna 2007-02-01 0479 0077|0003 0114 0 - -irss 7em| - - w4 a2
7. caglari 2007-02:01 1089 O0s2|0015| 0273 O nrs - - - - e 55
8. Catania 2007-02-01 0865 07250017 017 0 - wrr| - - - -] es 52
9. CCINZPY 2007-0201 5418 16430085 0284 O 0093 3267 2108 - - 20 29
10. CERN 2007-02-01 455 1108|0087 oEsa 0 - 62 - - - g VOBOX AliEn and LCG services status
11.CERN_gLie | 2007-02-01 1.337| 0388)0.005| 0184 O [ 35
12, CERN-L 2007-02-01 318 1942 004| oz o | sz3 2 ze 108 - - - - 118 55 T
13. CERNMAC | 2007-0201 - - - I - - e
14, Clarmont 2007-02-01 0081|5753 1057 0012|0167 0.164 o -| 9285 1| 2007| - 18.43| 9,165 - - - - e 55 AliEn services
15. CNAF 2007-02:01 0023 1.518) 0687 0071|0011 064 0  -|o7ss 2 3067 1437 5678 -| | - - 35 r— e RIS
16. Cyfronat 2007-02-01 0087 1.708| 0296 0280011 0073 0  -| 976z 2 1300 -iess nos| - - M 30
17. FZK 2007-02:01 -1471 5.352- oc2| ozl o  -|s208| 4 300 2181 16.24 5101 8412 - - 151 190 Address AliEn version CE ‘ SE |Pl:klﬂl1 Monitor | FTD
18. GRIF_DAPNIA | 2007-02-01 0118 6042) 1086 0133/ 0053 0108 0  -|szs7| 1| Zes 194 1204 - - - - 103 )
19.GSsl 2007-02:01 0.182 B.3%| 1751 007|0023 0288 O  O|e89s7 1 267 4z78 2807 - - - - & 65 francis gred.aau ok -
20. Houston 2007-02-01 oos ze=8| 0578 o0o4s/0on| 0347 0 -|seiz) 1] 1ms 0015/ 0034] 1272/ ag03| -] -| 111 84 *g010.inp.damokritcs.gr
21. IHEP 2007-01-21 100 - - - - - - - - -l - - - - - - - - - - - - - - aliceg rid6.ba.infn.it
22. IPNO 20070201 05h| 0072 1824 0727| 0060003 0116 0 - gn.E7 - - = a1 apbf008 ph. bham ac uk -
23155 2007-02:01 4217 a7es| 4608 016 o o 768| B alkce9 bilp Kev.ual -
24, ITEP 2007-02-01 2831| 0892 0464/0008] 0161 0 - 9685 - - s 50|
25. JINA 2007-02-01 2603 0884 0288|0052 0261 O 9559 - er 45 | =
2. Jyvaskyls 3 = iz E: = s = T 2 (1 =] 2] : = ¥ = =] T 5 5 = 3 El vobox.ca.infn.it
27. KFKI o 0 9651 2| 3392 \5;1@ 0| 4094 1863|8323 - - - - 1 49 vobox.ctinfn.it -
25 KNU 2007-02-01 1895 B -0 -l4e24 2 1000 54) 1008] 44| 1913 3255 6395 0 12 SR aARR T
30. Kolkata 2007-02-0108h| 0.215 2488) 2308 4.128) 0021| 0273 0 -/ s078| 4| 238 25 362 0| 2000 0541 0.425 168 81 PR TP -
31. Kosica 2007-02:0108h| 00816.247 1283 0176|0124] ooes| 0  -|szce| 1|37 27| aoos| 0133 2047 0104 081 0 52|
32, LBL 2007-01-30 11h - - s I | 1 - - - phiAnetah -
et alimacx01.carnch -
14. Clarmont cirvoboxalica.in2pd ir ]
. 15. CNAF uit-alice cr.cnat.nfn.it [ ]
* Sites are encouraged to check =
17. FZK alice-fzk.gridka.de -
h h h h 18. GRIF_DAPNIA node21 datagrid.cea.ir
the status through these pages
20. Houston login2.4:2.uh adu e
21. IHEP uid001.m45. ihepsu
H 22. IPNO ipnvobos.in2p2.ir
e Alarm System eStabIIShed for the 23.188 alien spacescince.ro|
24.ITEP gliocitap.ru
moment (Gridmap system ma
planned)




eid SAM SYSTEM FOR ALICE

o ALICE and SAM developers have implemented an own test suite to test

the VOBOXES based in the following requirements:

o Full freedom to create the test suite, to manipulate it and to chose the list of VOBOXES to
tests at any moment

o The tests suite 1s launched each 2 hours to each site and the results are
published into the SAM page

* The experiment has full control of the test suite
» Results are also visible from MonaLlisa

SAM Tests

What is this about?

Delegated proxy Proxy of the Proxy Proxy Server RB Software User Proxy WMS
Aueati hi

Eits 1 R | Registration status area Registration Stats
1. Athens unknown unknown unknown unknown unknown unknown !
- = o« o ok ox o« RGP T ol
- gham 1i_ 1 wask 2 waeks 1 month 2 months View SAM rapart ';w“ :
4. Bologna oK oK oK oK oK oK 1 ) ik
5. CCIN2ZP3 unknown unknown unknown unknown unknown unknown j : s ::
6. CERN-L oK oK oK oK oK ok |d Ex
7. CERN_gLite oK oK oK oK oK oK  sd i
B. CNAF oK oK oK oK oK ok a:: [
9. Cagliari oK oK oK oK oK oK (- I
10. Catania oK oK oK oK oK oK l? EZj ::
11. Clermont oK oK oK oK oK 0K 12 M
12. Cyfronet oK oK oK oK oK ok :z -
13. FZK oK oK oK oK oK ox | E
14, GRIF_DAPNIA oK oK oK oK oK ok & * e
15. GSI oK oK oK oK oK oKk o 'z 5 :ﬁ :
16, IHEP oK oK oK oK oK ok ™ o B [
17. IPNO oK oK oK oK oK oK i? : 2 ;ﬁ
18. ITEP oK oK oK oK oK oKk = K
19, JINR oK oK oK oK unknown  OK 2, e - - — - m—t
20. KFKI OK OK OK oK oK OK 25 unknown unknawn unknown unknown  unknown  unknown
21, KISTI ERROR oK oK oK oK T Meai . = o o ol L
8 IEPSAS-Kosice vobox-iep-grid saske.sk 0K ok | ok ok | ok | na | ok | ok ok | error | wam
9 egee.nan.poznan.pl ce.egee.man poznan.pl OK | ok | ok | ok | ok (na| ok | ok | ok |emor| wam
10 pragueleg2 goliasx31 farm.particle.cz OK ok | ok ok ok | na | ok | ok ok na ok




TO-T1 TRANSFERS:

Enabling Grids

for E-sciencE FTS

o FileTransfer Service deployed at all sites
» Used for scheduled replication of data between computing centers

» Used as plug-in in the AliEn File Transfer Daemon (FTD)
o FTD running in the VO-box as one of the ALICE services

o Access to the SRM SE at all sites also required
o Monitored via Dashboard

Click on any Site, and you will have a breakdown according to the errors trasnfering files to that site
This table presents the transfers that have been done from CERN to the ALICE T1

Transfers done on: Sun 15 Oct 2006
| Site (click on any site) { Successful transfers | Failed transfers I Eﬂlclen:y

! - 5§ @ < @9 @ @@ @ @ @@

Error message [Counter
'_Fhe FTS tran_sferftransfen_df falled ( Transfer failed. ERRCR the server s_ent an error response: 425 425 Cannot open _pcrt: java.lang.Exception: Pool req_uest timed out : csfnfs_saj bl | 241 ‘
The FTS transfer _transferid_ failed { Transfer failed. ERRCR the server sent an error response: 451 451 Local resource failure: malloc: Cannct allocate memory. ) 169
cn.ﬁtacting. the M anagerJTranE-f.er ) . . . - 13
asking the SE: 13
_a.ddmg the Tlle_ tothe LVM al‘_.-’stage-‘sl3—I_cg—9x_p.'al_!cesgm!all_en.flIt_lu'p_enﬁfslte_per_llﬁ.E.?.n’.%llEnJSe_N_IcefSE_._pm_ I\_n_e 1 119, 10
The HS t_ransfe_rftra_nsfe;_ﬂdf fa_w!ed { Oper_at\on was aborteq {th_e g_ri_dFFF' transier_t\med ol..!t_).) | 8
The FTS transfer _transferid_ failed { Failed on SRM get: Failed To Get SURL. Error in srm__get: service timeout.) 1
[syntax error at line 1, column 0, byte 0 at /stage/s|3-lcg-exp/alicesgm/alien/lib/periS/site_perl/5.8.7/i686-linux/XML/Parser.pm line 187 500 Can't connect to aliendbl.cem.ch:8095 (connect: timeaug‘ 1 |
[auce LcaonaF J_‘I 645 1[552 ||_522 % j
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i
FTS Tests: Strategy

o FTS 1s the transfer protocol chosen by Alice between TO
and T1 sites

o T1-T2 transfers are managed by xrootd

o Data types
e TO-T1: Migration of raw and 1 pass reconstructed data

e T1-T2 and T2-T1: Transfers of ESDs, AODs (T1-T2) and T2
MC production for custodial storage (T2-T1)

e T1-T1: Replication of ESDs and AODs
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for E-sciencE CREAM- CE

o ALICE is interested in the deployment of the CREAM-CE
service at all sites which provide support to the experiment

e GOAL: Deprecation of the WMS use in benefit of the
direct CREAM-CE submission
e WMS submission mode to CREAM-CE not required

o The experiment is not limited by the issues observed while using the
WMS submission mode

e In addition the proxy renewal feature was neither
required
o 48h voms extensions ensured by the security team@CERN
o Enough to run production/analysis jobs without any addition extension

o ALICE has began to test the CREAM-CE since the
beginning of Summer 2008 into the real production
environment

o ALICE testing priority list:

« CREAM-CE

« SLC5 (DONE)

o glexec/SCAS (Beginning of the summer 2009)
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o The 1st test phase of the CREAM-CE

Performed in summer 2008 at FZK (T'1 site, Germany)

Tests operated through a second VOBOX parallel to the already
existing service at the T1 (operating in WMS submission mode)

Access to the local CREAM-CE was ensured through the PPS
infrastructure

o Tnitially 30 CPUs

o Moved to the ALICE production queue in few weeks (production setup)

Intensive functionality and stability tests from July to
September 2008

o Production stopped to create an ALICE CREAM module into AliEn and
to allow the site to upgrade their system

Results:

o More than 55000 jobs successfully executed through the CREAM-CE in
the mentioned period

o No interventions in the VOBOX required during the testing phase @
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Annotations What is this about'?

o Running Jobs
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CEST time

Funning Jobs [Mumber]

| CERM-L CERM_gLite CHAF-CREAM FZK-PP5 - Kolkata-CREAM FAL -= Torino-CREAM |

=1 ° During the 2"d test phase more than 67000 jobs have been @
successfully executed through all CREAM-CE system
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