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Th D t l tiThe Data selectionThe Data selection
25 ns bunch spacing collision rate 40 MHz25 ns bunch spacing collision rate 40 MHz        
write @200 Hz events to storage (technological and budget limits)write ~ @200 Hz events to storage (technological and budget limits)

d f t 105 li j tineed a factor > 105 online rejection 

lost forever!!lost forever!!

written to disk for 
offline analysisoffline analysis

Multi-level system:Multi level system:
Level1 uses (fast) signals from calorimeters and Muon SpectrometersLevel1 uses (fast) signals from calorimeters and Muon Spectrometers,
hardware based: 40 MHz → 40 kHzhardware-based: 40 MHz → ~ 40 kHz 
Hi h L l T i f t ft l ith 40 kH 200 HHigher-Level-Triggers use fast software algorithms: ~ 40 kHz → ~ 200 Hz

l i b d hi h i j l hSelection based on high pT signatures: jets, leptons, photons, …

Remind you:y
Expected Higgs event rate 1 out of 1013 interactionsExpected Higgs event rate 1 out of 10 interactions
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Balloon

Th D t V l
(30 Km)

The Data VolumeThe Data Volume
CD stack with
1 year LHC data!1 year LHC data!
(~ 20 Km)(~ 20 Km)

• ATLAS raw data:• ATLAS raw data:
3 2 PB /~ 3.2 PB / year 3.2 PB / year

Concorde– 200 day (day = 50k sec) Concorde
(15 Km)

– 200Hz
(15 Km)

200Hz, 
RAW 1 6MB– RAW event = 1.6MB

320 MB/ f RAW– 320 MB/s of RAW

Mt. Blanc
(4 8 Km)(4.8 Km)
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The Data Types at the Tier 0The Data Types at the Tier-0yp

CASTOR TAPECASTOR

Tier-1’s

CPUsCPUs
CPUs

CPUs
CPUsCPUs

• RAW Data from the detector 1 6 MB/evRAW, Data from the detector 1.6 MB/ev
• ESD Event Summary Data 1 0 MB/ev• ESD, Event Summary Data 1.0 MB/ev

O O /• AOD, Analysis Object Data 0.2 MB/evy j
• DPD Derived Physics Data 0 2 MB/evDPD, Derived Physics Data 0.2 MB/ev
• TAG Data tag 0 01 MB/ev• TAG, Data tag 0.01 MB/ev
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The ATLAS ComputingThe ATLAS Computingp g

D t di t ib ti• Data distribution

D t i l ti d i• Data simulation and reprocessingData simulation and reprocessing

D l i• Data analysisData analysis

and of course the Monitoring….. and of course the Monitoring
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The ATLAS Computing ModelThe ATLAS Computing Model p g

ATLAS ti d l i GRID i t dGRID i t d• ATLAS computing model is GRID orientedGRID oriented
– High level of decentralization

Tier-0

• Sites are organized in a multimulti--tiertier structure Online filter farm
RAW• Sites are organized in a multimulti--tiertier structure

Hierarchical model
Online filter farm

RAW
ESDRAW– Hierarchical model

i d fi d b OO i h
ESD
AODReconstruction farm

W

– Tiers are defined by ROLEROLE in the 
i i d l

ESD
AOD RAW

y
experiment computing model    AOD RAW

ESD
AOD

p p g
TierTier--0 at CERN0 at CERN AOD

Record RAW data Tier-1
Distribute second copy to Tier-1s

A l i f
ESD, AOD

Calibrate and do first-pass reconstruction RAW
ESD

Analysis farm

TierTier--1 centers1 centers
M RAW

ESD
AOD
MC

Re-reconstruction farm

Manage permanent storage – RAW, 
simulated processed

MCRAW

simulated, processed
Capacity for reprocessing bulk analysisCapacity for reprocessing, bulk analysis

TierTier--2 centers2 centersTierTier--2 centers2 centers
Monte Carlo event simulation Tier-2

MCMonte Carlo event simulation
End-user analysis

MC

End-user analysis Analysis farm
Sel ESD,
AOD

Monte Carlo farm
AODESD, AOD
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ATLAS Tiers: the CLOUD modelATLAS Tiers: the CLOUD model

ATLAS iNG • ATLAS sites are NG
PIC

RAL organized in cloudsRAL organized in clouds
E er clo d consists– Every cloud consists 

f T1 d lSARACNAF
of a T1 and several 
T2T3

CC

CNAF T2s
FR CloudFR Cloud CERN TWT2 – Most clouds are 

LYON
ASGCCCPM defined from

GRIF LYON
defined from  
geography orLPCTokyo

R i Melbourne
geography or 
founding

BNL
Roumanie Melbourne founding

• Not really a ruleBNL
Pékin FZK

TRIUMFClermont
• Not really a rule

I li ti f thNET2BNL
TRIUMF

LAPP • Implications of the LAPP p
cloud model

NW GL

cloud model
Services deployment

SW
GL – Services deployment

BNL CloudBNL Cloud
SW – Support

SLAC
pp
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AGIS: The ATLAS GridAGIS: The ATLAS Grid 
Information SystemInformation Systemy

The ATLAS Information System provides static and semi-static information y p
about resources services and topology of the ATLAS gridabout resources, services and topology of the ATLAS grid. 

• Complementary to the BDIIp y
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Catalogs and Storages in the Cloud ModelCatalogs and Storages in the Cloud Model 

i h i ll d l d?• .. i.e how are services really deployed?y p y
• Every site (T1 and T2) hosts a Storage ElementEvery site (T1 and T2) hosts a Storage Element

• The Local File Catalog:• The Local File Catalog:g
R li th LCG Fil– Relies on the LCG File The Italian Cloud
Catalog (LFC) middlewareCatalog (LFC) middleware

CLOUDCLOUD CNAFCNAF– One LFC per cloud (at T1) CLOUDCLOUD
LFCLFCSESE CECE

CNAFCNAFOne LFC per cloud (at T1) LFCLFCSESE CECE (T1)(T1)
• Contains info about all files in 

the T1 and all T2s of the cloud MILANOMILANO ROMAROMA NAPOLINAPOLI LNFLNFthe T1 and all T2s of the cloud
SESE SESE SESE SESE

• Purely a deployment strategy.   
CECE CECE CECE CECE

y p y gy
CECE CECE CECE CECE
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SRM d S T kSRM and Space TokensSRM and Space Tokens
• Many Storage Elements implementation• Many Storage Elements implementation

– Some offer disk-only storage, other offer a gateway y g g y
to mass storage systems REQUESTSg y REQUESTS

Th St R M (SRM) ff• The Storage Resource Manager (SRM) offers a 
i f llcommon interface to all storages SRMg

• GridFTP is the common transfer protocol
SRM

G d s t e co o t a s e p otoco
• Storage specific access protocolsStorage specific access protocols 

• SRM comes with Space Tokens CASTOR / dCache• SRM comes with Space Tokens
P i i i f f diff i i i

CASTOR / dCache
DPM / St RM– Partitioning of storage resources  for different activities DPM / StoRM

B tMANBestMAN

• A DDM “site” is identified by the Grid Site nameA DDM site  is identified by the Grid Site name 
+ the storage space token+ the storage space token

gridFTP Access g
protocols

'CERN PROD DATADISK''CERN-PROD_DATADISK':
{[…],'srm': 'token:ATLASDATADISK:srm://srm-{[ ],

atlas cern ch:8443/srm/managerv2?SFN=/castor/cern ch/grid/atlas/atlasdatadisk/’atlas.cern.ch:8443/srm/managerv2?SFN /castor/cern.ch/grid/atlas/atlasdatadisk/ , 
[ ]}
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FTS and Data Movement schemaFTS and Data Movement schemaFTS and Data Movement schema

Ti 0Ti 0Tier0Tier0 Channel Channel 
LFCLFC T0T0--T1T1LFCLFC T0T0 T1T1

FTSFTS
serverserver

Tier1Tier1
ChannelChannel

FTSFTST1T1--T1T1 FTSFTS
serverserver

T1T1 T1T1
serverserver

Tier1Tier1

LFCLFC
FTSFTS

LFCLFC
LFCLFC

FTSFTS
ss

ChannelChannel LFCLFCserverserver
ChannelChannel
T1T1 T2T2T1T1--T2T2

Tier2Tier2Tier2Tier2
Tier2Tier2Tier2Tier2
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FTS d D t M tFTS and Data MovementFTS and Data Movement
• FTS is a point to point File transfer service• FTS is a point to point File transfer service

– One FTS server per cloudOne FTS server per cloud

FTS channels are defined for “pri ileged paths”• FTS channels are defined for “privileged paths”
– Could be associated with privileged physical networks– Could be associated with privileged physical networks
– Other transfers happen via normal network routespp

No site multi hops– No site multi-hops

• The FTS channel at T1 of cloud X defines channels for
T1(X) T2(X) d T2(X) T1(X)– T1(X)-T2(X) and T2(X)-T1(X)

– T1s-T1(X)T1s T1(X)
– *-T1(X) and *-T2s(X)( ) ( )

CERN T1s are served from CERN FTS– CERN-T1s are served from CERN FTS 
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The DDM stackThe DDM stackThe DDM stack
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The DDM in a nutshellThe DDM in a nutshell

The Distributed Data ManagementThe Distributed Data Management …g

• enforces the concept of dataset• … enforces the concept of dataset
Units of data placement and replication– Units of data placement and replication

• based on a subscription model• … based on a subscription model
– Datasets are subscribed to sitesDatasets are subscribed to sites 

A i f i f th b i ti– A series of services enforce the subscription 
• Lookup data location in LFCoo up data ocat o C
• Trigger data movement via FTS• Trigger data movement via FTS

V lid d f• Validate data transfer 
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Clients and APIsClients and APIsClients and APIs

• Command Line and Python APIS exist for allCommand Line and Python APIS exist for all 
basic operationsbasic operations

Created datasets register subscriptions delete– Created datasets, register subscriptions, delete g p
datasets etcdatasets etc … 

Hi h l l t l ll t• High level tools allow users toHigh level tools allow users to
– Upload a dataset in DDM (dq2-put)– Upload a dataset in DDM (dq2-put)

Download a dataset from DDM (dq2 get)– Download a dataset from DDM (dq2-get)
Li t t t f DDM d t t (d 2 l )– List content of a DDM dataset (dq2-ls) ( q )
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DDM E t d C lid tiDDM Exports and ConsolidationDDM Exports and Consolidation

data flo schemadata flow schema 
T0T0T0simplified T0T0T0- simplified - 00

Detector DataDetector Data

T1 T1MC Si l i T1 T1MC Simulation

Reprocessingep ocess g
ReconstructionReconstruction

T2 T2T2T2T2T2 T2 T2T2T2T2T2
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ATLAS d ti tATLAS production systemATLAS production system
RequirementsRequirements

• throughputthroughput
l bili• scalability

• robustness• robustness
• efficient resource utilization
• minimal operations manpower• minimal operations manpower
• tight integration of data managementtight integration of data management 

with processing workflowwith processing workflow

• Works both with OSG and EGEE middleware• Works both with OSG and EGEE middleware
• pilot based system• pilot based system

• Apache-based central server• Apache-based central server
• Pilots retrieve jobs from the server as soon as CPU j

available hence low latencyavailable, hence low latency
• Tightly integrated with the DDM system (in/out datasets)

24 Apr 2009 18Alessandro Di Girolamo
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PANDAPANDAN
Scheduler sends pilots to the batch

Panda server
Scheduler sends pilots to the batch 

t d G idPanda server system and Grid
– CondorG scheduler

job
CondorG scheduler

F US ATLAS OSG iProdSys
j

•For most US ATLAS OSG sitesodSys
– Local schedulerLocal scheduler

BNL( d ) d UTA(PBS)site Bpull
•BNL(condor) and UTA(PBS) 

pull •Very efficient and robust
https – Generic schedulerp

job job
– Generic scheduler

lhttps
j job • Supports also non-ATLAS OSG VOs https

il t
and LCG

submit pilot• Move pilot submission from a global p g
submission point to a site-local pilot

site A
submission point to a site local pilot 
factorysite A factory

glite rung run
pilot runp run

E d
condor-g

End-user
condor-g Scheduler

W k N dWorker Nodes
1924 Apr 2009 Alessandro Di Girolamo



How the pilot worksHow the pilot worksp
S d h l P d f j b hi• Sends the several parameters to Panda server for job matching p j g
(HTTP request)(HTTP request)
– CPU speedCPU speed

A il bl i h WN– Available memory size on the WN
– List of available ATLAS releases at the site– List of available ATLAS releases at the site

• Retrieves an “activated” job (HTTP response of the above request)Retrieves an activated  job (HTTP response of the above request)
– activated runningg

R th j b i di t l ( ll i t fil h ld b l d• Runs the job immediately (all input files should be already 
available at the site)available at the site)

• Sends heartbeat every 30minSends heartbeat every 30min
• Copy output files to local SE and register them to CatalogCopy output files to local SE and register them to Catalog
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PANDA securityPANDA securityPANDA security
• Panda services use std GSI grid security model of• Panda services use std GSI grid security model of 

authentication and authorization based on X509 gridauthentication and authorization based on X509 grid 
tifi tcertificates

Pro ’s VOMS attrib tes are checked• Proxy’s VOMS attributes are checked
• Production job execution and file management relies on• Production job execution and file management relies on 

Role=production certificatesRole production certificates
• Analysis jobs run under production proxy unless gLExec isAnalysis jobs run under production proxy unless gLExec is 

i l t d i id tit it hi dimplemented in identity switching mode
gLExec based identity change on WN to submitter identity for user– gLExec based identity change on WN to submitter identity for user 
j b d t ti ( t d b M P )jobs under testing (proxy management done by MyProxy)

– Security issues have been investigated and clarified for ATLASSecurity issues have been investigated and clarified for ATLAS
• gLExec is considered matureg
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User analysis in Tier2’sUser analysis in Tier2 sy
• Mostly done on DPD’s• Mostly done on DPD’s

– But also on AOD’s with/out TAGs
– On ESD’s for performance (need to be downloaded from Tier1 first)On ESD s for performance (need to be downloaded from Tier1 first)

On RAW for special studies (need to be downloaded from Tier1 first)– On RAW for special studies (need to be downloaded from Tier1 first)

• Output can be D2PD’s or D3PD’s or ntuples or histogramsp p g
U l t il t d t th id (i SCRATCH)• User can only temporarily store data on the grid (in SCRATCH)

• Permanent storage possible for physics and performance groups (inPermanent storage possible for physics and performance groups (in 
GROUP)GROUP)

• User may have permanent storage in (its) Tier3 (in LOCALGROUP)User may have permanent storage in (its) Tier3 (in LOCALGROUP)
A l i j b t ti ll t t• Analysis jobs automatically sent to 

– where data resides, and,
where free CPU’s available– where free CPU s available

• 50% of CPU capacity for analysis and 50% for Simulation Productionp y y
– Analysis shares up to the site to be setAnalysis shares up to the site to be set
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ATLAS Jobs go to the DataATLAS Jobs go to the Data
DATA Detector data

g
Managed with space tokensDATA Detector data

70 TB
Managed with space tokens

70 TB
RAW ESD AOD DPDE l f 200 TB T2 RAW, ESD, AOD, DPD
Centrally managedExample for a 200 TB T2 Centrally managedp

CPU Simulated dataCPUCPUCPU
Simulated data
80 TBMC s

CPUCPUCPU
80 TB
RAW ESD AOD DPDsss

CPU RAW, ESD, AOD, DPD
C t ll dss Centrally manageds
Physics Group dataPhysics Group data
20 TBGROUP 20 TB
D PD t hi tDnPD, ntup, hist, ..
G dAnalysis Group managedAnalysis 

l User Scratch data
SCRATCH

tools User Scratch data
20 TBSCRATCH 20 TB
U d tBuffers

@Ti 2
User data
T i t

Buffers, 
spare@Tier2 Transientspare

@Tier3 10 TB@Tier3
Local StorageLocal Storage
N l d dNon pledged
U d tLOCAL User data
L ll dLocally managed
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Distributed Analysis toolsDistributed Analysis toolsDistributed Analysis tools
• Ganga• Ganga 

– Runs everywhere and on everythingRuns everywhere and on everything
l d CG– Developed on LCG

Can submit jobs to WMS and to PANDA– Can submit jobs to WMS and to PANDA
– Only for Analysisy y

A h• pAthenap
Requires the panda pilot job framework: does not run at all sites yet– Requires the panda pilot job framework: does not run at all sites yet

– Developed on OSGDeveloped on OSG
P ll d (Pil j b )– Pull mode (Pilot jobs)

– Fully integrated with DQ2– Fully integrated with DQ2
O (lib i l ) Q2 d• Outputs (libraries, logs, ntup, etc..) are DQ2 datasets

– For Production and AnalysisFor Production and Analysis
A h d O– At the present moment does NOT support gLExex
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ATLAS di ib d A l iATLAS distributed AnalysisATLAS distributed Analysisy

jobj
submit

j b
submit

pAthena job
llpAthena

job pulljob
pull site submit
pull

A
submit job Aj

WN

Sit BSite Bjob job pushjob job push

WNWMS job
WNWMS j
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The ATLAS DDM DashboardThe ATLAS DDM Dashboard
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The ATLAS Production DashboardThe ATLAS Production Dashboard
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The Panda MonitoringThe Panda Monitoringg
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Th S i L l St tThe Service Level StatusThe Service Level Status
for the ADC Central Servicesfor the ADC Central Services

http://sls.cern.ch/sls/service.php?id=ADC CSp://s s.ce .c /s s/se v ce.p p? d C_CS
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S i A il bilit M itService Availability MonitorService Availability Monitor
Th ATLAS C i i l TThe ATLAS Critical Test

• SRM• SRM
– For each spacetokenp

• Copy and register copy back delete (lcg cr/cp/del)• Copy and register, copy back, delete (lcg-cr/cp/del)

• CE
Job submission software area lcgtag– Job submission, software area, lcgtag

• LFC
ping ls • Other NOT critical tests launched– ping, ls Other NOT critical tests launched

• FTS
check channels list– check channels list
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SAM latest resultsSAM latest results
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DashboardDashboard, ,
SLS and SAMSLS and SAM
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D E d C lid iData Exports and ConsolidationData Exports and Consolidationp
ATLAS Beam and Cosmics dataATLAS Beam and Cosmics dataNumber of replicated files over a one month periodNumber of replicated files over a one month period ATLAS Beam and Cosmics data ATLAS Beam and Cosmics data 

replication to ~70 Tier2s replication to ~70 Tier2s 
Number of replicated files over a one month periodNumber of replicated files over a one month period
850K files/day average, paek at 1.5M files/day 850K files/day average, paek at 1.5M files/day y g p yy g p y

Cosmic Dataset replication time T0Cosmic Dataset replication time T0 T1sT1sCosmic Dataset replication time T0Cosmic Dataset replication time T0--T1s T1s 
(completed transfers)(completed transfers)(completed transfers)(completed transfers)

96.4% data replication is done (~92% within 3h)96.4% data replication is done (~92% within 3h)p ( )p ( )

C i D tC i D tCosmic Data Cosmic Data 
ReplicationReplicationReplicationReplication

(number of datasets)(number of datasets)(number of datasets)(number of datasets)
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Are we ready for data taking?Are we ready for data taking?y g
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ready? Yes BUT… ready? Yes, BUT…y ,

Throughput in MB/sThroughput in MB/s

I t f b t• Interference between 
user activity anduser activity and 
centralized data exportcentralized data export  
operationope o

O erload of disk ser erNumber of errors – Overload of disk serverNumber of errors

B t th t• But the user was not 
reading the detectorreading the detector 
data via the GRIDdata via the GRID… 
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The ChallengeThe Challengeg
S t f ti iti• Support of user activitiespp

diffi l i ldifficult to simulate: 
real life willreal life will 
provide newprovide new 
h ll dchallenges and 

opportunitiesopportunities 
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Q i ?Questions?Questions?Q

Thanks to all ( those who I took these slides from) !Thanks to all (…those who I took these slides from) !
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BackUp slidesBackUp slidesBackUp slides

•• …
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The ATLAS experimentThe ATLAS experimentThe ATLAS experiment

• Photo of atlas• Photo of atlas
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The Large Hadron ColliderThe Large Hadron Colliderg
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The LHCFirst collisions
√

The LHC
ATLAS and CMS :

(at √s = 10 TeV):
ATLAS and  CMS :Fall 2009
general purpose

TOTEM
g p p

LHC 27 km ring (previouslyLHC 27 km ring (previously 
d f th LEP + llid )used for the LEP e+e- collider) 

ALICE :ALICE : 
ion-ion

LHCb :LHCb : 
pp, B-physics, CP-violation

√

pp, p y ,

• pp: √s = 14 TeV     Ldesign = 1034 cm-2 s-1                 (after 2011)pp design ( )
Linitial < few x 1033 cm-2 s-1 (before 2011)initial ( )
Note: √s is x7 Tevatron, Ldesign is x30 TevatronNote:   √s is x7 Tevatron, Ldesign is x30 Tevatron

• Heavy ions: (e g Pb-Pb at √s ~ 1000 TeV)• Heavy ions:    (e.g.  Pb-Pb  at  √s  1000 TeV)



The CavernThe Cavern



The ATLAS detectorThe ATLAS detector
L th 46Length  : ~ 46 m 
Radius  : ~ 12 m 
Weight : ~ 7000 tonsg

~108 electronic channels
~ 3000 km of cables 3000 km of cables
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Wh ?Why? (veryvery short!)Why? (veryvery short!)
The Standard Model although very successful is an incomplete theory:

y
The Standard Model, although very successful, is an incomplete theory:
it’ bl t ti it t t t f il t th T V lit’s unable to answer many questions, it starts to fail at the TeV scale. 
1) What is the origin of the particle masses ?1)   What is the origin of the particle masses ?

E g why m = 0 ?E.g.    why   mγ = 0
100 G ?mW, Z ≈ 100 GeV ?

SM : Higgs mechanism gives mass to particlesgg g p

fH fH
mH < 1 TeV from theoryH y

ff
m~ mf

However: 
Higgs not found yet: only missing (andHiggs not found yet: only missing (and 

essential ! ) piece of SMessential ! )  piece of  SM
present limit : m > 114 4 GeV (from LEP)present limit : mH > 114.4 GeV (from LEP) 

d hi di / l d h The only example ofwe need a machine to discover/exclude the The only example of 
observed Higgs as ofHiggs particle over 115-1000 GeV observed Higgs as of 
t d

gg p
today …24 Apr 2009 45Alessandro Di Girolamo



WhWhy we also don’t like the Standard ModelWhy we also don t like the Standard Model…

Th St d d M d l d t b “fi d” t th T V l• The Standard Model needs to be “fixed” at the TeV scale
– if Higgs -> some new physics is needed to stabilize its mass; gg p y ;

if !Higgs > something else must prevent divergences at high E– if !Higgs -> something else must prevent divergences at high E 

• Many other open questionss• Many other open questionss
–– Why is the first family special ? Why is the first family special ? 
–– Are there additional (heavy) leptons and bosons ?Are there additional (heavy) leptons and bosons ?Are there additional (heavy) leptons and bosons ?Are there additional (heavy) leptons and bosons ?

Are quarks and leptons really elementary ?Are quarks and leptons really elementary ?–– Are quarks and leptons really elementary ?Are quarks and leptons really elementary ?
“Hi h ” bl h M“Hi h ” bl h M /M/M 1010 1717 ? I h hi i b? I h hi i b–– “Hierarchy”  problem :  why   M“Hierarchy”  problem :  why   MEWEW/M/MPlanckPlanck ~ 10~ 10--1717 ?  Is there anything in between ?  Is there anything in between 
?  ?  

–– What is the origin of the matter / antiWhat is the origin of the matter / anti--matter asymmetry in the Universe ?matter asymmetry in the Universe ?gg y yy y
–– Unification of coupling constants ?Unification of coupling constants ?Unification of coupling constants ?  Unification of coupling constants ?  

Wh t i th i i fWh t i th i i f ??–– What is the origin of What is the origin of νν masses ?masses ?
–– What is the composition of the Universe dark matter and the origin of What is the composition of the Universe dark matter and the origin of dark energy dark energy 

??
–– Why 3 fermion families?Why 3 fermion families?Why 3 fermion families? Why 3 fermion families? 
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a general purpose detectora general purpose detectorg p p
MuonMuon 

spectrometerspectrometerDon’ t know how New Physics
Hadron

Don  t know how New Physics 
will manifest itself so Hadron 

l i
will manifest itself, so …

calorimeter
γγ ee±±detectors must be able to detect

ElectromagneticInner
detectors must be able to detect 
as many particles and Electromagnetic  

calorimeter
Inner 

k
as many particles and  
i ibl calorimetertrackersignatures as possible: e, μ, τ, ν, 

pp ppγ, jets, b-quarks, …. pp ppγ,  jets, b quarks,  ….

Wi h ll fWith excellent performance 
over unprecedented energy

H d i j t

over  unprecedented energy 
range : Hadronic jetrange : 
f G V f T V

νν
few GeV → few TeV

νν

μμμμ
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L th 46Length  : ~ 46 m 
R di 12Radius  : ~ 12 m 
Weight : ~ 7000 tons
~108 electronic channels
~ 3000 km of cables

• Inner Detector (|η|<2.5, B=2T) :
-- Si pixels and strips
-- Transition Radiation Detector (e/π separation)

C l i• Calorimetry (|η|<5) : And ~2800 physicists from 
-- EM : Pb-LAr

HAD F / i ill ( l) C /W LA (f d)

p y
169 Institutions,  37 countries, 

-- HAD: Fe/scintillator (central), Cu/W-LAr (fwd)
, ,

5 continents

M S t t (| | 2 7)• Muon Spectrometer (|η|<2.7) :
i t id ith h bair-core toroids  with muon chambers
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ATLAS WorkflowsATLAS Workflows
Calibration & Alignment

Prompt Reconstruction
g

Express Stream Analysisp y

i 0Tier-0 CAF

CASTORCASTOR

650 MB/sec650 MB/sec

RAW Re processingRAW Re-processing
HITS ReconstructionHITS Reconstruction

50-500 MB/sec

Tier 1 Tier 1 Ti 1Tier-1 Tier-1 Tier-1

50 500 MB/sec50-500 MB/sec

Tier 2 Tier 2Tier 2Simulation Tier-2
Tier-2

Tier-2
Tier-2

Tier-2
Tier-2

Simulation
Analysis

Tier-2
Tier 2

Tier-2
Tier 2

Tier-2
Tier 2

y

Tier-2 Tier-2Tier-2
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Th D t F t t th Ti 0The Data Format at the Tier0The Data Format at the Tier0
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A h Ti 0At the Tier0At the Tier0

Data Streams Runs and RAW Merging
Physics streams

g g
A i b t 2 L i it Bl k 30Physics streams

• egamma
• A run is between 2 Luminosity Blocks ~30 

d• egamma 
• muon

seconds
• muon
• Jet

• 200 Hz for 30’ is 6000 events but split 
• Jet
• Etmiss

between ~10 streams
• Etmiss
• tau • Streams are unequal and some create too • tau
• Bphys

q
small files• Bphys

• minBias • Small RAW files are merged into >2 GB files• minBias
Calibration streams

Small RAW files are merged into 2 GB files 
• Only merged files are written to tape andCalibration streams

• Inner Detector Calibration Stream
• Only merged files are written to tape and 

exported• Inner Detector Calibration Stream
– Contains only partial events

exported
– Contains only partial events

• Muon Calibration StreamMuon Calibration Stream
– Contains only partial eventsContains only partial events
– Analyzed outside CERNy

• Express linep
– Full events, 10% of data
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Calibration and Alignment Facility CAFCalibration and Alignment Facility CAFg y
Per run ..
• Express line used for real-timeExpress line used for real time 

processingprocessing
I iti l lib ti do Initial calibration used

o verified by DQ shifters
oCalibration data processed in CAFp

o Initial calibrations usedo Initial calibrations used
oNew calibrations into offline dboNew calibrations into offline db

E li d ioExpress line processed again
oNew calibrations used
oVerified by DQ shiftersy Q
o If necessary fixes appliedo If necessary fixes applied

oExpress line processed again ifoExpress line processed again if 
necessary

oBuffer for several days of data
oReconstruction of all data triggeredgg

oResults archived on tape andoResults archived on tape. and
oMade available at CERN andoMade available at CERN, and

R li t d t th l doReplicated to other clouds
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Storage Area’s @CERNStorage Area s @CERN
T1T1T1

g @
T1T1T1

TapeafsUser

t0atlast0atlas t0merge default

CPUCPScratch
CPUCPCPsUs

CP
UCPU atlprod

UsUsCPU DP
Dend user analysis

CPU
DDend-user analysis

CPUCPCPCPU sUs
CP
T0

CPUCPCP sUsUsT0Group s
CP
U
CP

atldataatldata
UssUsUsCPU DP atldataatldataUsCPU DP

Dphysics group analysis DDp y g p y

CPUCPUCPCP atlcalsUs
CP
CAFsUsUsCAFUs

calibration and alignment

managers spaceusers spacemanagers spaceusers space
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BambooBamboo
dDB Panda serverprodDB Bamboo Panda serverp

cx Oraclecx_Oracle

htthttps
Apache + gridsite

p
Apache + gridsite

httcron httpscron p

Get jobs from prodDB to submit them to PandaGet jobs from prodDB to submit them to Panda
Update job status in prodDBUpdate job status in prodDB
Assign tasks to clouds dynamicallyAssign tasks to clouds dynamically
Kill TOBEABORTED jobsKill TOBEABORTED jobs

A cron triggers the above procedures every 10 minA cron triggers the above procedures every 10 min
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Summary ofSummary ofy
A AS i i i h hATLAS interactions with theATLAS interactions with the 

middlewaremiddleware
Fil T f S i (FTS)• File Transfer Services (FTS)e a s e Se v ces ( S)

One per Cloud (plus Tier0)– One per Cloud (plus Tier0)
i h hi d f b i h idf– Triggers the third party transfer by contacting the SRM or Gridftp serversgg p y y g p

• LCG File Catalog (LFC)• LCG File Catalog (LFC)
– One per Cloud (plus Tier0)p (p )

Keeps track of local file replicas at a site– Keeps track of local file replicas at a site
M i f li i f ti b th it i– Main source of replica information by the site services

• Storage Resource Manager (SRM)• Storage Resource Manager (SRM)
– Extra level of abstraction on top of file transfers (e.g. gridftp)p ( g g p)
– Allows operations like pinning and space reservationAllows operations like pinning and space reservation
W kl d M S (WMS)• Workload Management System (WMS)g y ( )

User analysis– User analysis
• Computing Element (CE)Computing Element (CE)

Lit CE OSG CE d CREAM CE– gLite CE, OSG CE and CREAM CEg ,
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