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What would permille 
constraints on flavour 
observables bring us? 



µBs�µ+µ� = 0.79± 0.20µBs�µ+µ� = 0.78± 0.18

Flavour Run I summary on a slide 
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If one takes δ to be a ‰, bounds on new-physics scale improve by a factor 
of around 15 compared to LHC Run I limits
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How realistic is a ‰?

experimentalist

Are you sure we 
understand QCD well 
enough at scales of a 

few GeV?

theorist

Even if we get 
enough statistics 

what about 
systematics?

[more on experimental issues in talks by Marc & Patrick]



fBs

τBs mt

non parametric

 6.4% total uncertainty

Bs→μ+μ-: current SM errors 

Calculation of 3-loop QCD & 2-loop EW effects reduces perturbative 
uncertainties to 0.5%. Relative errors due to fBs & CKM both around 4%

CKM

[Bobeth et al., 1311.0903, 1311.1348; Hermann et al.,1311.1347]



Bs→μ+μ-: future SM errors 

Improvements in lattice QCD calculations may reduce errors 
due to fBs & Vcb, leading to a future total uncertainty of 3%

fBs

τBs mt

non parametric

CKM

 3% total uncertainty

[Blum et al., http://www.usqcd.org/documents/13flavor.pdf]



B→K∗μ+μ-: current SM errors 

For P5 in [4, 6] GeV2 bin:

�0.82+0.01
�0.01

+0.02
�0.02

+0.03
�0.06

+0.06
�0.06

+0.07
�0.08

parametric non-factorisable power corrections

form factors

factorisable power corrections

long-distance cc effects

′

[Matias, Moriond EW 2015]
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B→K∗μ+μ-: future SM errors 

For P5 in [4, 6] GeV2 bin:

�0.82+0.01
�0.01

+0.02
�0.02

+0.03
�0.06

+0.06
�0.06

+0.07
�0.08

′

Dominant uncertainty of O(10%) due to long-distance cc contribution 
cannot be calculated from first principles at present.  Achieving % level 
precision in B→K∗μ+μ- & related modes would require breakthrough 

in our understanding of non-perturbative QCD.  Maybe experiment can 
help by measuring long-distance cc effects

-

-

[see Patrick’s talk & Petridis, Rare B Decays: Theory and Experiment 2016]



Flavour precision observables

Theoretical errors in some observables at % level or below. If measured 
with a comparable precision one could learn a lot about exotic tree-level 

effects, penguin pollution, lepton-flavour universality violating couplings, etc.  

[Bordone et al., 1605.07633]O(1%)�RK , �RK� , . . .

[Fajfer et al., 1203.2654]O(1%)�RD�

[Brod & Zupan, 1308.5663]�� O(10�7)

�� O(1%) [Ciuchini et al., hep-ph/0507290]



0.8 · 103 TeV, anarchic tree

0.6 TeV, MFV loop
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FIG. 4. The past (2003, top left) and present (top right) constraints on hd − hs in Bd and Bs mixings. The lower plots show
future sensitivities for the Stage I and Stage II scenarios described in the text, assuming measurements consistent with the
SM. The dotted curves show the 99.7%CL contours. For Stage I and Stage II, the white dashed curves indicate the 95%CL
contours obtained by setting theoretical uncertainties to zero.

in the future, due to improvements in lattice results for
light quarks. Concerning |Vub|, it is reassuring that 2–3%
uncertainty should be obtainable from several measure-
ments: B → τν, B → µν, and B → πℓν semileptonic
decay. For Stage II, we assumed some additional modest
improvements in the lattice QCD inputs, which are im-
portant mainly to constrain the MFV-like regions, σ = 0
mod π/2. We studied the relative roles of the experi-
mental measurements and the lattice inputs at Stage I
and Stage II. In Fig. 4 the white dashed curves indicate
the 95%CL contours obtained by setting the theoreti-
cal uncertainties to zero, showing no correlation between
hd and hs. This is different from a realistic situation
(including theoretical uncertainties), in which case the
correlation between hd and hs in the Stage I and II pro-

jections in Fig. 4 is driven by our current choice of ratios
of Bd and Bs hadronic matrix elements as lattice inputs.
This may not reflect the way lattice results will improve
in the future, and correlations will affect the shape of the
allowed regions in those plots.

From the discussion in the introduction, one may think
that ρ̄ and η̄ are determined mostly by SM tree-level pro-
cesses (|Vub/Vcb| and γ from B → DK decays), while the
additional loop-level observables in the standard CKM
fit constrain the NP. In particular, ∆Md,s, sin 2βd,s, and
α would constrain hd,s and σd,s, while ϵK constrains hK

and σK . This simple separation of SM and NP has not
been possible yet, given the large uncertainty of γ com-
pared to the combination, γ(α) ≡ π − β − α, which is
independent of NP in the classes of models under con-

95% CL no theory 
uncertainties

B mixing: present & future
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FIG. 4. The past (2003, top left) and present (top right) constraints on hd − hs in Bd and Bs mixings. The lower plots show
future sensitivities for the Stage I and Stage II scenarios described in the text, assuming measurements consistent with the
SM. The dotted curves show the 99.7%CL contours. For Stage I and Stage II, the white dashed curves indicate the 95%CL
contours obtained by setting theoretical uncertainties to zero.

in the future, due to improvements in lattice results for
light quarks. Concerning |Vub|, it is reassuring that 2–3%
uncertainty should be obtainable from several measure-
ments: B → τν, B → µν, and B → πℓν semileptonic
decay. For Stage II, we assumed some additional modest
improvements in the lattice QCD inputs, which are im-
portant mainly to constrain the MFV-like regions, σ = 0
mod π/2. We studied the relative roles of the experi-
mental measurements and the lattice inputs at Stage I
and Stage II. In Fig. 4 the white dashed curves indicate
the 95%CL contours obtained by setting the theoreti-
cal uncertainties to zero, showing no correlation between
hd and hs. This is different from a realistic situation
(including theoretical uncertainties), in which case the
correlation between hd and hs in the Stage I and II pro-

jections in Fig. 4 is driven by our current choice of ratios
of Bd and Bs hadronic matrix elements as lattice inputs.
This may not reflect the way lattice results will improve
in the future, and correlations will affect the shape of the
allowed regions in those plots.

From the discussion in the introduction, one may think
that ρ̄ and η̄ are determined mostly by SM tree-level pro-
cesses (|Vub/Vcb| and γ from B → DK decays), while the
additional loop-level observables in the standard CKM
fit constrain the NP. In particular, ∆Md,s, sin 2βd,s, and
α would constrain hd,s and σd,s, while ϵK constrains hK

and σK . This simple separation of SM and NP has not
been possible yet, given the large uncertainty of γ com-
pared to the combination, γ(α) ≡ π − β − α, which is
independent of NP in the classes of models under con-

2013
[Charles et al., 1309.2293]

hd � 30% � �
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FIG. 4. The past (2003, top left) and present (top right) constraints on hd − hs in Bd and Bs mixings. The lower plots show
future sensitivities for the Stage I and Stage II scenarios described in the text, assuming measurements consistent with the
SM. The dotted curves show the 99.7%CL contours. For Stage I and Stage II, the white dashed curves indicate the 95%CL
contours obtained by setting theoretical uncertainties to zero.

in the future, due to improvements in lattice results for
light quarks. Concerning |Vub|, it is reassuring that 2–3%
uncertainty should be obtainable from several measure-
ments: B → τν, B → µν, and B → πℓν semileptonic
decay. For Stage II, we assumed some additional modest
improvements in the lattice QCD inputs, which are im-
portant mainly to constrain the MFV-like regions, σ = 0
mod π/2. We studied the relative roles of the experi-
mental measurements and the lattice inputs at Stage I
and Stage II. In Fig. 4 the white dashed curves indicate
the 95%CL contours obtained by setting the theoreti-
cal uncertainties to zero, showing no correlation between
hd and hs. This is different from a realistic situation
(including theoretical uncertainties), in which case the
correlation between hd and hs in the Stage I and II pro-

jections in Fig. 4 is driven by our current choice of ratios
of Bd and Bs hadronic matrix elements as lattice inputs.
This may not reflect the way lattice results will improve
in the future, and correlations will affect the shape of the
allowed regions in those plots.

From the discussion in the introduction, one may think
that ρ̄ and η̄ are determined mostly by SM tree-level pro-
cesses (|Vub/Vcb| and γ from B → DK decays), while the
additional loop-level observables in the standard CKM
fit constrain the NP. In particular, ∆Md,s, sin 2βd,s, and
α would constrain hd,s and σd,s, while ϵK constrains hK

and σK . This simple separation of SM and NP has not
been possible yet, given the large uncertainty of γ com-
pared to the combination, γ(α) ≡ π − β − α, which is
independent of NP in the classes of models under con-

B mixing: present & future

95% CL no theory 
uncertainties

LHCb 50 fb-1 & Belle II 50 ab-1
[Charles et al., 1309.2293]
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Constraints on 2HDM-II
[UH with help from Crivellin]

Flavour physics provides stringent indirect constraints in mH  -tan β plane. 
Restrictions highly complementary to direct searches by ATLAS & CMS

B ! Xs�

B ! ⌧⌫

Bs � µ+µ�

MSSM updated mmax
h

[CMS, 1508.07774]

t̄� b̄H+ (� �+�̄� , tb̄)

Present 95% CL exclusions:

±



[UH with help from Crivellin]

Constraints on 2HDM-II

Any precision measurement of Bs→μ+μ- compatible with Run I 95% CL 
limit will significantly reduce allowed parameter space in mH  -tan β plane±

=3

[0.46, 0.55]

=3

[0.46, 1.16]

Br(Bs � µ+µ�)
Br(Bs � µ+µ�)SM

�

Excluded by
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Constraints on 2HDM-II
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=3

[0.46, 1.16]

Br(Bs � µ+µ�)
Br(Bs � µ+µ�)SM

�

Any precision measurement of Bs→μ+μ- compatible with Run I 95% CL 
limit will significantly reduce allowed parameter space in mH  -tan β plane±

Excluded by



Constraints on 2HDM-II
[UH with help from Crivellin]

Any precision measurement of Bs→μ+μ- compatible with Run I 95% CL 
limit will significantly reduce allowed parameter space in mH  -tan β plane±

=3

[0.9, 1.1]

=3

[0.46, 1.16]

Br(Bs � µ+µ�)
Br(Bs � µ+µ�)SM

�

Excluded by



Flavour constraints on MSSM

Since flavour observables involve typically a handful of MSSM parameters 
such as mt, μ, At, etc. always more model-dependent than direct searches  ~



 Bs→μ+μ- constraints on MSSM
[Altmannshofer et al., 1211.1976]

Interference of Higgsino with SM contribution make Bs→μ+μ- sensitive probe 
of μAt.  Currently μAt < 0 stronger constrained as interference constructive

12

The SM loop function Y
0

depends on the top mass and
is approximately Y

0

' 0.96. Note that the MSSM con-
tributions to Bs ! µ+µ� do not decouple with the scale
of the SUSY particles, but with the masses of the heavy
scalar and pseudoscalar Higgs bosons M2

H ' M2

A. Due to
the strong enhancement by tan3 �, the large tan� regime
of the MSSM is highly constrained by the current exper-
imental results on BR(Bs ! µ+µ�). We remark, how-
ever, that ✏

FC

in the numerator of (45) is a sum of several
terms (see (23)) each of which depend strongly on several
MSSM parameters. In addition, cancellations among the
di↵erent terms can occur in certain regions of parameter
space, rendering the Bs ! µ+µ� constraint very model
dependent, even in the restrictive framework of MFV.
Additional contributions to Bs ! µ+µ� can arise from
charged Higgs loops [187]. They interfere destructively
with the SM contribution and scale as (tan�)2/M2

H± .
Typically, their e↵ect is considerably smaller compared
to the SUSY contribution in (45).

We stress that there is a simple mathematical lower
bound of RBsµµ = 1/2 in (44) that is saturated for
A = 1/2. In this case, the SUSY contribution partially
cancels the SM amplitude, but simultaneously generates
a non-interfering piece that cannot be canceled. This
lower limit provides a significant threshold for experi-
ments searching for BR(Bs ! µ+µ�): not only is the
SM branching fraction a meaningful value to test experi-
mentally, but the potential observation of the branching
fraction below one half of the SM value would strongly
indicate NP and imply departure from the MSSM with
MFV. Note that the current 2� lower bound from LHCb
on the branching ratio is below 1/2 of the SM value and
therefore does not lead to constraints in our framework,
yet.

In Fig. 5, we show the constraints from Bs ! µ+µ� in
the MA–tan� plane. The red solid, dotted and dashed
contours correspond to scenarios (a), (b), and (c) of
Tab. I. The dash-dotted contour corresponds to scenario
(d), with all MSSM parameters as for the solid con-
tour, but with a negative sign for the trilinear coupling.
For comparison, the constraints from direct searches are
again shown in gray. As expected, we observe a very
strong dependence of the Bs ! µ+µ� bounds on the
choices of the remaining MSSM parameters, particularly
the sign of µAt. Note that in the considered scenarios,
we assume degenerate squarks such that the only term
entering ✏

FC

is from the irreducible Higgsino loop contri-
bution, ✏

˜H
b , whose sign is dictated by µAt. For positive

(negative) µAt the NP contribution interferes destruc-
tively (constructively) with the SM amplitude. Since the
lower bound on BR(Bs ! µ+µ�) from LHCb is still be-
low half of the SM value, destructively interfering NP is
much less constrained than constructively interfering NP.

The plots of Fig. 6 show in red the constraints from
Bs ! µ+µ� in the plane of the third generation squark
masses and the Higgsino mass parameter µ. The gray
horizontal band corresponds to the constraint from di-
rect searches of charginos at LEP that exclude |µ| .

HaLHbL HdL

HcL
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FIG. 5. Constraints in the MA–tan� plane from the Bs !
µ+µ� decay. The red solid, dotted, dashed and dash-dotted
contours correspond to scenarios (a), (b), (c) and (d), as de-
scribed in the text. The gray region is excluded by direct
searches of MSSM Higgs bosons in the H/A ! ⌧+⌧� chan-
nel.

100 GeV [184, 185]. In these plots, we fixMA = 800 GeV,
tan� = 45 (fully compatible with the B ! ⌧⌫ constraint
and not yet constrained by direct searches), and gaugino
masses with 6M

1

= 3M
2

= M
3

= 1.5 TeV. As in all the
other plots, we vary the trilinear couplings At = Ab = A⌧

throughout the plot such that the lightest Higgs mass is
Mh = 125 GeV. The values for At are indicated in the
plots by the vertical dotted contours. The two plots cor-
respond to positive and negative values of the A-terms.
In the gray region in the lower left corners of the plots, the
sbottom loop corrections to the lightest Higgs mass be-
come so large that the lightest Higgs mass is always below
Mh < 125 GeV for any value of At, taking into account
a 3 GeV theory uncertainty. We checked that varying
the light Higgs mass between 122 GeV < Mh < 128 GeV
can change the values of At by around 25% in each di-
rection and therefore can a↵ect the constraints derived
from Bs ! µ+µ� at a quantitative level. However, the
qualitative picture of the constraints and the interplay
of the SUSY contributions to Bs ! µ+µ�, as discussed
below, are una↵ected by this variation.

The solid contours are obtained under the assumption
that the masses of the first two generation squarks are
equal to the third generation, while for the dashed and
dotted contours we assume the first two generations to
be heavier by 50%. For the dashed contours, we as-
sume the splitting for the left-handed squarks to be fully
aligned in the up-sector, such that gaugino-squark loops
also contribute to ✏

FC

with ⇣ = 1 (see (23) and (25)).
We set ⇣ = 0.5 for the dotted contours, such that only

(a) µ = 1TeV , At > 0

(c) µ = �1.5 TeV , At > 0

(b) µ = 4TeV , At > 0

(d) µ = 1TeV , At < 0

all squarks degenerate with 2 TeV,
=3

At such that mh = 125GeV

excluded by LHC Run I
=3

H,A� �+�� searches



parameters leading to

Constraints in the MSSM with Large tan β
WA, Carena, Shah, Yu ’12

! in gray: region excluded by direct
H,A→ ττ searches

! for µAt > 0 destructive interference
of Higgsino loop with SM amplitude

! for µAt < 0 constructive interference
of Higgsino loop with SM amplitude
→ currently stronger constraint

! projected LHCb sensitivity
δBR ∼ 0.5× 10−9

——— (a) µ = 1TeV, At > 0 - - - - - - (c) µ = −1.5TeV, At > 0
· · · · · · (b) µ = 4TeV, At > 0 - · - · - · (d) µ = 1TeV, At < 0

· · · · · · all squarks degenerate m̃ = 2TeV , |At | such that Mh = 125GeV

Wolfgang Altmannshofer (PI) New Physics in Rare B Decays September 10 6 / 18

[Altmannshofer et al., 1211.1976]

 Bs→μ+μ- constraints on MSSM

(a) µ = 1TeV , At > 0

all squarks degenerate with 2 TeV,
=3

At such that mh = 125GeV

excluded by LHC Run I
=3

H,A� �+�� searches

Br(Bs � µ+µ�) �
=3

[3.2, 4.2] ·10�9

However also choices with μAt > 0 will be constrained significantly if a lower 
bound of Br(Bs→μ+μ-) above half of SM prediction is established in future



Bs→μ+μ- vs. Bd→μ+μ-

MFV

in scenarios with MFV 
deviations in Bs,d→μ+μ- 

modes very constrained
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Bs→μ+μ- vs. Bd→μ+μ-

At HL-LHC can rule out or provide precision test of MFV hypothesis

[Bauer et al., 0912.1625]

little Higgs model 
with T parity 
[Blanke et al., 1507.06316]

Randall-Sundrum 
model without 
custodial protection

in models beyond MFV 
modes are uncorrelated

MFV

Bs→μ+μ- vs. Bd→μ+μ-

SM

CMS & LHCb, 
1411.4413

68% CL
95% CL
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Future directions in B→K∗μ+μ- 

Currently only real parts of  Wilson coefficients constrained by global 
fits.  Weak sensitivity to Im(C7   ) from B→K∗γ.  Precise measurements  
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Figure 11: Constraints on complex Wilson coe�cients. Contours are as in fig. 4
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Status/prospects

• Left: schematic of situation pre-2015 LHCb data (neglect theory error)

• Right: Profile likelihood for 2014 data (1sigma and 95% CL)

• Sensitivity to C7’ scales with that to P1 (S3) and P3CP (A9). LHCb will 
reach theoretical limit by end of HL-LHC for P1 but not for P3CP (CP 
violating but does not require strong phase)

Prospects and current bounds on C0
7

PRELIMINARY Jäger and JMC, to appear

S'
2Im(e�2i �C7 C0

7)

|C7|2+|C0
7|

2 , P1'
2Re(C7 C0

7)

|C7|2+|C0
7|

2 , PCP
3 '

2Im(C7 C0
7)

|C7|2+|C0
7|

2

Left: Ideal plot assuming �Pi = 0.25 for µ and e modes (1 and 2�)

Right: Profile likelihood to current data (slight tension driven by Aµ
9 !)

B ! K ⇤ {mumu, ee} provide excellent theoretically clean window on C0
7

With radiative they form a complete system to determine C7 and C0
7

J. Martin Camalich (UCSD) Low q2 b ! sll and interplay with radiative 11 / 16

FIG. 6. Bounds in the C 0
7

plane. Left panel: Ideal 68% and 95% contour plots for the central values

of the theoretical parameters. The diagonal band corresponds to the S
K

⇤
�

measurement and the vertical

and horizontal ones to hypothetical null measurements of P
1

and PCP

3

, respectively, with an assumed

experimental precision of 0.1. The green and black lines are for the muonic mode and the brown and orange

for the electronic one. Right panel: Current bounds at 68% and 95% CL in the C 0
7

plane using all the current

data of B ! K⇤µ+µ� in the lower bins [0.1, 2] and [2, 4.3] GeV2 and of B ! K⇤� and B ! X
s

�. We

use the profile likelihood method and set all other Wilson coefficients to their SM values.

We conclude that P
1

and PCP

3

conform, in combination with S
K

⇤
�

and B(B ! X
s

�), and

neglecting NP contributions to the phase of the B
d

mixing amplitude, a basis of clean observables

that completely determine C
7

and C 0
7

from experiment, with the simple expressions given in [98,

99] being protected from QCD uncertainties to a high degree.

With the small theoretical uncertainties in the SM predictions, one expects that the determina-

tion of these Wilson coefficients will be dominated by the experimental errors. In this regard, and

as shown in the left-hand panel of Fig. 6, the measurements provided by the electronic mode are

very promising. It is also worth pointing out in the right-hand panel of Fig. 6 the small discrep-

ancy with the SM in the imaginary part that is driven by the current measurement of the angular

observable A
9

in the muonic mode. 6

At higher q2, P
1

and PCP

3

are also affected by O(⇤/m
B

) power corrections induced, in this

case, chiefly by the vector form factor V
+

(q2). However, given their specific sensitivity to right-

handed quark currents they could also serve to probe C 0
9

and C 0
10

, especially if these are as large
6 Since this discussion is meant to be an illustration of the impact of the approach of this paper in the phenomenology,

we obtained our experimental PCP
3 from the measured A9 and FL via PCP

3 = A9/(1 � FL), propagating errors

quadratically and ignoring experimental correlations.
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awaiting update with 
2015 LHCb electron 
and muon data!

Wednesday, 13 May 15

SK∗γ

P3    (K∗e+e-)CP

P3    (K∗µ+µ-)CP

P1 (K∗e+e-)

P1 (K∗µ+µ-)

68% CL

95% CL

Low-q2 observables in B→K∗μ+μ-/e+e- over clean & orthogonal tests 

of C7.  Together with b→sγ can probe full C7   sector ′ (′)

Future directions in B→K∗μ+μ- 
[Camalich & Jäger, 1412.3183]
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Figure 1: E�ciency-corrected dimuon mass distributions for (left)
p
s = 7TeV and

(right)
p
s = 8TeV samples in the region 3 < p

T

< 4GeV/c, 3.0 < y < 3.5. The thick dark
yellow solid curves show the result of the fits, as described in the text. The three peaks, shown
with thin magenta solid lines, correspond to the ⌥(1S), ⌥(2S) and ⌥(3S) signals (left to right).
The background component is indicated with a blue dashed line. To show the signal peaks clearly,
the range of the dimuon mass shown is narrower than that used in the fit.

the mass distribution of the ⌥(1S) meson are free fit parameters. For the ⌥(2S) and
⌥(3S) mesons the mass di↵erences m(⌥(2S))�m(⌥(1S)) and m(⌥(3S))�m(⌥(1S)) are
fixed to the known values [42], while the resolutions are fixed to the value of the reso-
lution of the ⌥(1S) signal, scaled by the ratio of the masses of the ⌥(2S) and ⌥(3S) to
the ⌥(1S) meson. The tail parameters of the Crystal Ball function describing the radiative
tail are fixed from studies of simulated samples.

The fits are performed independently on the e�ciency-corrected dimuon mass dis-
tributions in each (p

T

,y) bin. As an example, Fig. 1 shows the results of the fits in
the region 3 < p

T

< 4GeV/c and 3.0 < y < 3.5. For each bin the position and the res-
olution of the ⌥(1S) signal is found to be consistent between

p
s = 7 and 8TeV data

sets. The resolution varies between 33MeV/c2 in the region of low p
T

and small rapidity
and 90MeV/c2 for the high p

T

and large y region, with the average value being close
to 42MeV/c2. The total signal yields are obtained by summing the signal yields over all
(p

T

, y) bins and are summarised in Table 1.

4 Systematic uncertainties

The systematic uncertainties are summarised in Table 2, separately for the measurement
of the cross-sections and of their ratios.

The uncertainty related to the mass model describing the shape of the dimuon
mass distribution is studied by varying the fit range and the signal and background
parametrisation used in the fit model. The fit range is varied by moving the upper edge

4

ϒ production at LHCb
[LHCb, 1509.02372]

Precision measurement of dimuon spectrum for invariant masses in ϒ 
region with only 3% of 8 TeV data set
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Existing ϒ data provides best bound on 2HDM-II for mA ∈ [8.6, 11] GeV.  

With more data should be possible to improve & extend limits notably

Constraints on light pseudoscalars
[UH & Kamenik, 1601.05110]

[for other new-physics searches in dimuon sample see Patrick’s talk & backup slides]



Constraining SM parameters

Flavour physics obviously allows to constrain CKM elements.      
But what about other SM parameters like for instance αs or mt?

[http://pdg.lbl.gov/2015/reviews/rpp2015-rev-phys-constants.pdf]

fine structure constant

electron mass

=3

W -boson mass

strong coupling constant

Fermi constant

top-quark mass

0.23 ppb

6.2 ppb

500 ppb

0.2%

0.5%

0.5%

1/137.035999139(31)

0.5109989461(31)MeV

0.1185(6)

173.21(87)GeV

1.1663787(6) · 10�5 GeV�2

80.385(15)GeV



Boxes & Z penguins

Within SM, only two 1-loop topologies lead to a quadratic dependence 
on top mass 

[see e.g. Buras, hep-ph/9806471]
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Top mass from Bs→μ+μ-

mpole
t = (173.1± 2.8) GeV

=)
=�

[UH, Top at Twenty; Giudice et al., 1508.05332]

Indirect determination less stringent than direct measurements,             
but useful given theoretical ambiguities in extraction of mt at colliders

Br
�
Bs ! µ+µ��

exp

= 3.65 (1± 4%) · 10�9

Br
�
Bs ! µ+µ��

SM

= 3.65

 
mpole

t

173.1GeV

!
3.06

(1± 3%) · 10�9Br
�
Bs � µ+µ�

�
SM

= 3.65

�
mpole

t

173.1 GeV

�3.06

(1 ± 3%) · 10�9

Br
�
Bs � µ+µ�

�
exp

= 3.65 (1 ± 4%) · 10�9 [LHCb, 1208.3355]



Constraining SM couplings

=3

WWZ coupling
=3

WW� coupling

> 100%

=3

Ze+e� couplings
=3

Zcc̄ couplings
=3

Zbb̄ couplings
=3

Ztt̄ couplings

(0.1%)L, (0.1%)R

(1.0%)L, (3.2%)R

(0.4%)L, (6.5%)R

2.3%

3.4%

[LEPEWWG, hep-ex/0509008; CMS, 1303.3239; Falkowski et al., 1508.00581]

Only couplings of W- & Z-bosons to leptons known with a precision   
below 1%.  Which accuracy can flavour precision measurements achieve? 



Ztt couplings from Bs→μ+μ-

[Röntsch & Schulze,1404.1005]
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Z

[UH based on Brod et al., 1408.0792]

HL-LHC Bs→μ+μ- measurements have potential to constrain Ztt couplings  
at few % level. Direct measurements only able to reach O(30%) precision  

-
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LHCb has measured forward-central bb asymmetry with O(50%) precision 
using 1 fb-1 of 7 TeV data, while SM prediction has uncertainty of O(15%) 

bbZbb couplings from AFC at LHCb
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[Gauld et al., 1505.02429]
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[UH with help from Gauld]

bbZbb couplings from AFC at LHCb

b

q

q

q

q
ZZ

g

g

g

qq

q q

b

To reach LEP sensitivity need to achieve total relative error on forward-
central bb asymmetry at % level.  A challenge for both LHCb & theory-



WWZ/γ couplings from flavour 

b s
u, c, t

W W

�

b s
u, c, t

W W

Z

µ+

µ�

[Based on Bobeth & UH, 1503.04829]

As deviations in WWZ coupling logarithmically enhanced in Bs→μ+μ- may 
get O(1%) precision at HL-LHC. Only O(10%) sensitivity in case of  WWγ 



Conclusions

• To shed further light on existing flavour anomalies one 
needs measurements with higher statistics. LHC upgrade 
is able to deliver such precision measurements, which 
can lead to important interplay & complementarity with 
ATLAS, CMS, Belle II, NA62, etc. 

• Anomalies could be due to new flavour dynamics at 
relatively low scale & in such a case one can learn a lot 
about it at HL-LHC. Conversely if deviations disappear, 
LHC upgrade will significantly push up effective scale of 
flavour violation 

[see Jernej’s talk]
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Future of lattice calculations
TABLE I. History, status and future of selected LQCD calculations needed for the determina-
tion of CKM matrix elements. Forecasts from the 2007 white paper (where available) assumed
computational resources of 10–50 TF years. Most present lattice results are taken from latticeav-
erages.org [28]. Other entries are discussed in the text. The quantity ⇠ is fBs

p
BBs/(fB

p
BB).

Quantity CKM Present 2007 forecast Present 2018

element expt. error lattice error lattice error lattice error

fK/f⇡ |Vus| 0.2% 0.5% 0.5% 0.15%

fK⇡
+

(0) |Vus| 0.2% – 0.5% 0.2%

fD |Vcd| 4.3% 5% 2% < 1%

fDs |Vcs| 2.1% 5% 2% < 1%

D ! ⇡`⌫ |Vcd| 2.6% – 4.4% 2%

D ! K`⌫ |Vcs| 1.1% – 2.5% 1%

B ! D⇤`⌫ |Vcb| 1.3% – 1.8% < 1%

B ! ⇡`⌫ |Vub| 4.1% – 8.7% 2%

fB |Vub| 9% – 2.5% < 1%

⇠ |Vts/Vtd| 0.4% 2-4% 4% < 1%

�Ms |VtsVtb|2 0.24% 7–12% 11% 5%

BK Im(V 2

td) 0.5% 3.5–6% 1.3% < 1%

which have proven to be quite accurate. The forecasts shown for future improvements are
discussed in Sec. IV and Appendix A.

It is important to note that, of the quantities in Table I, only for fK/f⇡ was a result available
in 2007 with all errors controlled. All other calculations have matured from having several
errors uncontrolled to all errors controlled over the last five years. For B ! D(⇤) form factors
and fB, lattice errors are at, or below, the level of the corresponding experimental errors.
USQCD calculations have played the major role in these reductions, and have solidified
the error estimates by performing multiple calculations of several quantities using di↵erent
fermion discretizations. For example, the world average for BK is based on four di↵erent
calculations, three of which were carried out under the auspices of USQCD.

These improvements have been possible because of a combination of the roughly 10-fold
increase in computational resources, significant algorithmic improvements, and improved
methods of theoretical analysis of the numerical data. The net e↵ect has been that calcu-
lations have been possible with light-quark masses much closer to the physical values and
with several lattice spacings and volumes to control discretization and finite-volume errors.
Improved actions for domain-wall and staggered light quarks have reduced discretization er-
rors. Smaller lattice spacings have allowed the use of relativistic charm quarks (rather than
a heavy-quark action), increasing the precision in the charm sector, and enabling direct
simulation of the charm sea.

On the theoretical side, a major advance has been the introduction of so-called SMOM renor-
malization schemes for applying nonperturbative renormalization (NPR) to bilinears [32] and
four-fermion operators [33]. These schemes use non-exceptional momentum configurations,
which significantly reduces long distance contributions to correlation functions, and so leads

9

[Blum et al., http://www.usqcd.org/documents/13flavor.pdf]



Impact of theory improvement

NNLO QCD & NLO EW effects in Bs,d→μ+μ- phenomenologically relevant

[Bobeth et al., 1311.0903, 1311.1348; Hermann et al.,1311.1347]



fBd

τBd mt

non parametric

Bd→μ+μ-: current SM errors 

Calculation of 3-loop QCD & 2-loop EW effects reduces perturbative 
uncertainties to 0.5%. Relative errors due to fBd & CKM are 4.5% & 6.9%

CKM

[Bobeth et al., 1311.0903, 1311.1348; Hermann et al.,1311.1347]

 8.5% total uncertainty



[Blum et al., http://www.usqcd.org/documents/13flavor.pdf]

Bd→μ+μ-: future SM errors 

Improvements in lattice QCD calculations may reduce errors 
due to fBd leading to a future total uncertainty of 7%

fBd

τBd mt

non parametric

CKM

7% total uncertainty



CKM fit in 2013
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FIG. 1. The past (2003, top left) and present (top right) status of the unitarity triangle in the presence of NP in neutral-meson
mixing. The lower plots show future sensitivities for Stage I and Stage II described in the text, assuming data consistent with
the SM. The combination of all constraints in Table I yields the red-hatched regions, yellow regions, and dashed red contours
at 68.3%CL, 95.5%CL, and 99.7%CL, respectively.

tal and theoretical sides. Our Stage I projection refers
to a time around or soon after the end of LHCb Phase I,
corresponding to an anticipated 7 fb−1 LHCb data and
5 ab−1 Belle II data, towards the end of this decade. The
Stage II projection assumes 50 fb−1 LHCb and 50 ab−1

Belle II data, and probably corresponds to the middle
of the 2020s, at the earliest. Estimates of future experi-
mental uncertainties are taken from Refs. [17, 18, 21, 22].
(Note that we display the units as given in the LHCb and
Belle II projections, even if it makes some comparisons
less straightforward; e.g., the uncertainties of both β and
βs will be ∼ 0.2◦ by Stage II.) For the entries in Ta-
ble I where two uncertainties are given, the first one is
statistical (treated as Gaussian) and the second one is

systematic (treated through the Rfit model [8]). Consid-
ering the difficulty to ascertain the breakdown between
statistical and systematic uncertainties in lattice QCD
inputs for the future projections, for simplicity, we treat
all such future uncertainties as Gaussian.

The fits include the constraints from the measurements
of Ad,s

SL [10, 11], but not their linear combination [23],
nor from ∆Γs, whose effects on the future constraints
on NP studied in this paper are small. While ∆Γs is in
agreement with the CKM fit [10], there are tensions for
ASL [23]. The large values of hs allowed until recently,
corresponding to (M s

12)NP ∼ −2(M s
12)SM, are excluded

by the LHCb measurement of the sign of∆Γs [24]. We do
not consider K mixing for the fits shown in this Section,

[Charles et al., 1309.2293]



CKM fit in few years
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[Charles et al., 1309.2293]

Stage I: 

- 7 fb-1 of LHCb data

- 5 ab-1 of Belle II data

- δfBq = O(1%),          
δVub= O(2%)

Lattice QCD improvements crucial to obtain such tight constraints  



CKM fit in 10 years
[Charles et al., 1309.2293]

Stage II: 

- 50 fb-1 of LHCb data

- 50 ab-1 of Belle II data

- δfBq = O(1%),          
δVub= O(2%)

Lattice QCD improvements crucial to obtain such tight constraints  
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FIG. 1. The past (2003, top left) and present (top right) status of the unitarity triangle in the presence of NP in neutral-meson
mixing. The lower plots show future sensitivities for Stage I and Stage II described in the text, assuming data consistent with
the SM. The combination of all constraints in Table I yields the red-hatched regions, yellow regions, and dashed red contours
at 68.3%CL, 95.5%CL, and 99.7%CL, respectively.

tal and theoretical sides. Our Stage I projection refers
to a time around or soon after the end of LHCb Phase I,
corresponding to an anticipated 7 fb−1 LHCb data and
5 ab−1 Belle II data, towards the end of this decade. The
Stage II projection assumes 50 fb−1 LHCb and 50 ab−1

Belle II data, and probably corresponds to the middle
of the 2020s, at the earliest. Estimates of future experi-
mental uncertainties are taken from Refs. [17, 18, 21, 22].
(Note that we display the units as given in the LHCb and
Belle II projections, even if it makes some comparisons
less straightforward; e.g., the uncertainties of both β and
βs will be ∼ 0.2◦ by Stage II.) For the entries in Ta-
ble I where two uncertainties are given, the first one is
statistical (treated as Gaussian) and the second one is

systematic (treated through the Rfit model [8]). Consid-
ering the difficulty to ascertain the breakdown between
statistical and systematic uncertainties in lattice QCD
inputs for the future projections, for simplicity, we treat
all such future uncertainties as Gaussian.

The fits include the constraints from the measurements
of Ad,s

SL [10, 11], but not their linear combination [23],
nor from ∆Γs, whose effects on the future constraints
on NP studied in this paper are small. While ∆Γs is in
agreement with the CKM fit [10], there are tensions for
ASL [23]. The large values of hs allowed until recently,
corresponding to (M s

12)NP ∼ −2(M s
12)SM, are excluded

by the LHCb measurement of the sign of∆Γs [24]. We do
not consider K mixing for the fits shown in this Section,



New-physics reach in B mixing

[Charles et al., 1309.2293]
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FIG. 8. The past (2003, top left) and present (top right) constraints on U(2)3 scenarios, where hB ≡ hd = hs, σB ≡ σd = σs.
The lower plots show future sensitivities for the Stage I and Stage II scenarios described in the text, assuming measurements
consistent with the SM. The dotted curves show the 99.7%CL contours.

contribution given by Eq. (2) in Bd and Bs mixings at
Stage II are summarized in Table II. For K mixing, the
large hK regions in Fig. 5 complicate the interpretation
in terms of NP scales. If we assume that lattice QCD will
exclude hK > 2 as discussed in Sec. IV, we get sensitivity
up to 3 TeV (0.3 TeV) at tree level (one loop) for CKM-
like couplings, and up to 9 × 103 TeV (7 × 102 TeV) at
tree level (one loop) for non-hierarchical couplings.

So far in this paper we assumed that future measure-
ments agree with the SM predictions. However, future
data can not only set better bounds on NP, they may
also reveal deviations from the SM. This is illustrated in
Fig. 10, where we set ρ̄, η̄, hd,s and σd,s to their cur-
rent best-fit values (allowing for NP in ∆F = 2), and
performed a fit assuming for all future measurements the
corresponding central values, but uncertainties as given

in Table I for Stage II. While any assumption about pos-
sible future NP signals includes a high degree of arbitrari-

Couplings
NP loop Scales (in TeV) probed by

order Bd mixing Bs mixing

|Cij | = |VtiV
∗

tj | tree level 17 19

(CKM-like) one loop 1.4 1.5

|Cij | = 1 tree level 2× 103 5× 102

(no hierarchy) one loop 2× 102 40

TABLE II. The scale of the operator in Eq. (2) probed by
Bd and Bs mixings at Stage II (if the NP contributions to
them are unrelated). The impact of CKM-like hierarchy of
couplings and/or loop suppression is indicated.



Explaining B → D∗τν would require very small mH & large tanβ. 
No region in parameter space compatible with all measurements 
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Fig. 1. – Left: Updated constraints on the 2HDM of type II parameter space. The regions
compatible with experiment are shown (the regions are superimposed on each other): b ! s�
(yellow) [20], B ! D⌧⌫ (green), B ! ⌧⌫ (red), Bs ! µ+µ� (orange), K ! µ⌫/⇡ ! µ⌫
(blue) and B ! D⇤⌧⌫ (black). Note that no region in parameter space is compatible with all
processes since explaining B ! D⇤⌧⌫ would require very small Higgs masses and large values
of tan� which is not compatible with the other observables. To obtain this plot, we added
the theoretical uncertainty of the SM linearly on the top of the 2� experimental error. Right:
Allowed regions in the complex ✏u32-plane from R(D) (blue) and R(D⇤) (yellow) for tan� = 40
and mH = 800 GeV.

where g0 is the new U 0(1) gauge coupling constant. Unavoidable contributions to Bs�
Bs are generated which constrain the coupling to muons to be much larger than the one
to s̄b. In the left plot in Fig. 2 the regions in the �L

sb–�
R
sb plane are shown which are in

agreement with Bs�Bs mixing and comply with b ! sµ+µ� data within 2�. Note that
in the symmetry limit �R

sb = 0, Bs�Bs mixing puts a upper bound on �L
sb.

2

.3. h ! ⌧µ. – LFV SM Higgs couplings are induced by a single operator up to
dim-6. Considering only this operator Br[h ! µ⌧ ] can be up to 10% [29]. However, it
is in general di�cult to get dominant contributions to this operator in a UV complete
model, as for example in models with vector-like leptons [30]. Therefore, among the
several attempts to explain this h ! µ⌧ observation [31], most of them are relying on
models with extended Higgs sectors. One particularly elegant solution employs a two-
Higgs-doublet model (2HDM) with gauged Lµ � L⌧ [32].

3. – Simultaneous explanation of b ! sµµ and h ! ⌧µ and predictions for

⌧ ! 3µ

In [26, 27] two models with gauged Lµ � L⌧ symmetry were presented which can be
explain h ! ⌧µ simultaneously with the anomalies in b ! sµµ data (including R(K))
giving rise to interesting correlated e↵ects in ⌧ ! 3µ. While in both models the Z 0

couplings to leptons originate from a gauged Lµ � L⌧ symmetry, the coupling to quarks
is either generated e↵ectively with heavy lepto-quarks charged under Lµ�L⌧ or directly

B ! Xs�

B ! ⌧⌫

B ! D⌧⌫

B ! D⇤⌧⌫

K ! µ⌫

Flavour constraints on 2HDM-II
[Crivellin, 1505.01527]



B → D(∗)τν in 2HDM-III

Deviations in B → Dτν & B → D∗τν can be explained, using 
coupling ε32 of left-handed top to right-handed charm quarksu
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Fig. 1. – Left: Updated constraints on the 2HDM of type II parameter space. The regions
compatible with experiment are shown (the regions are superimposed on each other): b ! s�
(yellow) [20], B ! D⌧⌫ (green), B ! ⌧⌫ (red), Bs ! µ+µ� (orange), K ! µ⌫/⇡ ! µ⌫
(blue) and B ! D⇤⌧⌫ (black). Note that no region in parameter space is compatible with all
processes since explaining B ! D⇤⌧⌫ would require very small Higgs masses and large values
of tan� which is not compatible with the other observables. To obtain this plot, we added
the theoretical uncertainty of the SM linearly on the top of the 2� experimental error. Right:
Allowed regions in the complex ✏u32-plane from R(D) (blue) and R(D⇤) (yellow) for tan� = 40
and mH = 800 GeV.

where g0 is the new U 0(1) gauge coupling constant. Unavoidable contributions to Bs�
Bs are generated which constrain the coupling to muons to be much larger than the one
to s̄b. In the left plot in Fig. 2 the regions in the �L

sb–�
R
sb plane are shown which are in

agreement with Bs�Bs mixing and comply with b ! sµ+µ� data within 2�. Note that
in the symmetry limit �R

sb = 0, Bs�Bs mixing puts a upper bound on �L
sb.

2

.3. h ! ⌧µ. – LFV SM Higgs couplings are induced by a single operator up to
dim-6. Considering only this operator Br[h ! µ⌧ ] can be up to 10% [29]. However, it
is in general di�cult to get dominant contributions to this operator in a UV complete
model, as for example in models with vector-like leptons [30]. Therefore, among the
several attempts to explain this h ! µ⌧ observation [31], most of them are relying on
models with extended Higgs sectors. One particularly elegant solution employs a two-
Higgs-doublet model (2HDM) with gauged Lµ � L⌧ [32].

3. – Simultaneous explanation of b ! sµµ and h ! ⌧µ and predictions for

⌧ ! 3µ

In [26, 27] two models with gauged Lµ � L⌧ symmetry were presented which can be
explain h ! ⌧µ simultaneously with the anomalies in b ! sµµ data (including R(K))
giving rise to interesting correlated e↵ects in ⌧ ! 3µ. While in both models the Z 0

couplings to leptons originate from a gauged Lµ � L⌧ symmetry, the coupling to quarks
is either generated e↵ectively with heavy lepto-quarks charged under Lµ�L⌧ or directly

R(D) =
Br (B ! D⌧⌫)

Br (B ! D`⌫)

R(D⇤) =
Br (B ! D⇤⌧⌫)

Br (B ! D⇤`⌫)

mH = 800GeV, tan� = 40

[Crivellin, 1505.01527]



MSSM: indirect probes
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MSSM: Higgs properties
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Bs→μ+μ- in MSSM

Rµ+µ� =
Br(Bs � µ+µ�)MSSM

Br(Bs � µ+µ�)SM
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Probing μ & MQ3 with Bs→μ+μ- 
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FIG. 8. The mQ3–µ plane in view of projected constraints from the BR(Bs ! µ+µ�), assuming a future ±0.5⇥10�9 uncertainty
in the measurement with the SM prediction as the central value. We fixed M

3

= 3M
2

= 6M
1

= 1.5 TeV, MA = 800 GeV
and tan� = 45. The green shaded regions between the solid contours correspond to values for mQ3 and µ allowed for a
degenerate squark spectrum. The green shaded regions between and above the dashed contours are allowed if the first two
squark generations are 50% heavier than the third generation squark masses, with an alignment of ⇣ = 1. The gray horizontal
band corresponds to the constraint from direct searches of charginos at LEP. The vertical dotted lines show contours of constant
At such thatMh = 125 GeV. In the gray regions in the lower left corners, the lightest Higgs mass is always belowMh < 125 GeV,
taking into account a 3 GeV theory uncertainty.

Apart from the B ! Xs� decay, the modifications of
the Wilson coe�cients C

7

and C
8

also enter predictions
of observables in the B ! K⇤`+`� decay. In our MSSM
setup with minimal flavor and CP violation, we only have
real NP contributions to C

7

and C
8

. In this framework,
the experimental data on B ! K⇤`+`� does not put
additional restrictions, once the bounds from BR(B !
Xs�) are taken into account [175, 193]. Therefore, we
focus only on the B ! Xs� decay.

The SUSY contributions to CNP

7,8 come from charged
Higgs–top loops, neutral Higgs–bottom loops, Higgsino–
stop loops, and gaugino–squark loops. As with the
Higgs–fermion couplings, we take into account the most
generic MFV structure of the squark masses and consis-
tently consider splittings between the first two and the
third generation squarks in the left-handed as well as the
right handed sector. The resulting dominant MSSM con-
tributions to C
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[Altmannshofer et al., 1211.1976]

allowed for degenerate squarks

allowed for MQ1,2 > 2 MQ3 ~ ~

excluded by LEP chargino searches
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Indirect bounds on stop sector

Depending on choice of parameters in stop sector, combination of 
indirect measurements can provide limits on mass of lightest stop 
eigenstate of around 300 GeV

[Altmannshofer & UH, unpublished]
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Depending on choice of parameters in stop sector, combination of 
indirect measurements can provide limits on mass of lightest stop 
eigenstate of around 300 GeV
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But if constraint from Higgs-boson mass measurement is ignored 
(only applies in SUSY with minimal Higgs sector), no relevant model-
independent lower bound on stop mass can be found

[Altmannshofer & UH, unpublished]
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Implications of b→sμ+μ- anomalies
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Implications of b→sμ+μ- anomalies

Zero of forward-backward asymmetry shifted by even O(35%). Belle II 
measurements of B→Xsμ+μ- crucial to shed light on P5 & RK anomalies 
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Low-q2 observable in b→sl+l-
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LHCb will reach theoretical limit by end of HL-LHC for P1 but not 
for P3   which is CP violating but does not require a strong phase CP



CP violation in B→K∗μ+μ- 
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Figure 9: Predictions for the CP asymmetries A
7

, A
8

and A
9

as function of the di-muon invari-
ant mass squared q2 in various scenarios that address the observed discrepancies in
B ! K⇤µ+µ�. The values for the Wilson coe�cients corresponding to each scenario
are indicated explicitly in the plots. SM predictions for the CP asymmetries are
negligibly small throughout the whole q2 range.
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3.3.3. Summary: partial compositeness

To summarize, in models with partial compositeness one generically expects NP contributions
to C

7

and C 0
7

that are of the right size to reproduce scenario (770) above and thus ameliorate the
tensions in B ! K⇤µ+µ�. Generating a sizable contribution to C

9

or C 0
9

, which is required to
fully remove the tensions, requires a large degree of compositeness for one chirality of muons as
well as a cancellation between several contributions to C

10

and/or C 0
10

. Whether such scenario
is viable when taking into account constraints on the lepton sector is an interesting question
for future study.

3.4. Expectations for CP Asymmetries

Although all the tensions in the data occur in CP-averaged observables and we therefore
stressed above that NP e↵ects required to remove them may be aligned in phase with the
SM, this is mostly due to the fact that few CP asymmetries have been measured to a good
precision and the imaginary parts of the Wilson coe�cients are still poorly constrained (cf. [12]).
Generically however, without imposing additional restrictions on new sources of CP violation,
most of the discussed NP contributions to the Wilson coe�cients are expected to be complex.
Under the generic assumption that the imaginary parts are of the same order as the real parts,
we can derive generic expectations for the CP asymmetries A

7

, A
8

and A
9

, in the considered
scenarios that address the tensions in the data.8

We provide simple approximate expressions for the T-odd CP asymmetries at low q2
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The plots in figure 9 show the q2 distributions of the CP asymmetries A
7

, A
8

and A
9

in
various NP scenarios. The black curves in the plots on the left hand side correspond to the
scenario with non-zero C

7

and C 0
7

of figure 1, modified to include imaginary parts of the Wilson
coe�cients that are not excluded by the data on SK⇤� (the time dependent CP asymmetry
in B ! K⇤�) and A

CP

(b ! s�) (the direct CP asymmetry in B ! Xs�). Measurements of
A

7

and A
9

at low q2 are sensitive to such a scenario. The green and blue curves in the plots
on the left hand side are similar to the scenario with non-zero C

9

and C 0
9

of figure 1. Here,
imaginary parts of O(1) with di↵erent signs are switched on. Moderate e↵ects in A

8

and A
9

at the level of ⇠ 5% are expected in this case. Finally, the purple, red and orange curves in
the plots on the right hand side correspond to a scenario where the tensions in B ! K⇤µ+µ�

are explained by NP in C
9

and C 0
10

. The shown choices of the imaginary parts lead to sizable
e↵ects in all three CP asymmetries of the order of 10%–15%.

We stress again that the currently observed tensions in B ! K⇤µ+µ� are all confined to
CP-averaged observables that are hardly sensitive to CP phases. It is therefore not possible
to predict the sign or the exact size of the expected CP asymmetries Nevertheless, the generic
examples shown in figure 9 demonstrate that precise measurements of the CP asymmetries
would allow to further narrow down possible NP explanations.

8We explicitly checked that in all cases discussed below and shown in fig 9, the presence of imaginary parts
does not worsen the agreement with the data significantly.
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Figure 9: Predictions for the CP asymmetries A
7

, A
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and A
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as function of the di-muon invari-
ant mass squared q2 in various scenarios that address the observed discrepancies in
B ! K⇤µ+µ�. The values for the Wilson coe�cients corresponding to each scenario
are indicated explicitly in the plots. SM predictions for the CP asymmetries are
negligibly small throughout the whole q2 range.
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3.3.3. Summary: partial compositeness

To summarize, in models with partial compositeness one generically expects NP contributions
to C

7

and C 0
7

that are of the right size to reproduce scenario (770) above and thus ameliorate the
tensions in B ! K⇤µ+µ�. Generating a sizable contribution to C

9

or C 0
9

, which is required to
fully remove the tensions, requires a large degree of compositeness for one chirality of muons as
well as a cancellation between several contributions to C

10

and/or C 0
10

. Whether such scenario
is viable when taking into account constraints on the lepton sector is an interesting question
for future study.

3.4. Expectations for CP Asymmetries

Although all the tensions in the data occur in CP-averaged observables and we therefore
stressed above that NP e↵ects required to remove them may be aligned in phase with the
SM, this is mostly due to the fact that few CP asymmetries have been measured to a good
precision and the imaginary parts of the Wilson coe�cients are still poorly constrained (cf. [12]).
Generically however, without imposing additional restrictions on new sources of CP violation,
most of the discussed NP contributions to the Wilson coe�cients are expected to be complex.
Under the generic assumption that the imaginary parts are of the same order as the real parts,
we can derive generic expectations for the CP asymmetries A

7

, A
8

and A
9

, in the considered
scenarios that address the tensions in the data.8

We provide simple approximate expressions for the T-odd CP asymmetries at low q2
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The plots in figure 9 show the q2 distributions of the CP asymmetries A
7

, A
8

and A
9

in
various NP scenarios. The black curves in the plots on the left hand side correspond to the
scenario with non-zero C

7

and C 0
7

of figure 1, modified to include imaginary parts of the Wilson
coe�cients that are not excluded by the data on SK⇤� (the time dependent CP asymmetry
in B ! K⇤�) and A

CP

(b ! s�) (the direct CP asymmetry in B ! Xs�). Measurements of
A

7

and A
9

at low q2 are sensitive to such a scenario. The green and blue curves in the plots
on the left hand side are similar to the scenario with non-zero C

9

and C 0
9

of figure 1. Here,
imaginary parts of O(1) with di↵erent signs are switched on. Moderate e↵ects in A

8

and A
9

at the level of ⇠ 5% are expected in this case. Finally, the purple, red and orange curves in
the plots on the right hand side correspond to a scenario where the tensions in B ! K⇤µ+µ�

are explained by NP in C
9

and C 0
10

. The shown choices of the imaginary parts lead to sizable
e↵ects in all three CP asymmetries of the order of 10%–15%.
We stress again that the currently observed tensions in B ! K⇤µ+µ� are all confined to

CP-averaged observables that are hardly sensitive to CP phases. It is therefore not possible
to predict the sign or the exact size of the expected CP asymmetries Nevertheless, the generic
examples shown in figure 9 demonstrate that precise measurements of the CP asymmetries
would allow to further narrow down possible NP explanations.

8We explicitly checked that in all cases discussed below and shown in fig 9, the presence of imaginary parts
does not worsen the agreement with the data significantly.
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Figure 9: Predictions for the CP asymmetries A
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, A
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and A
9

as function of the di-muon invari-
ant mass squared q2 in various scenarios that address the observed discrepancies in
B ! K⇤µ+µ�. The values for the Wilson coe�cients corresponding to each scenario
are indicated explicitly in the plots. SM predictions for the CP asymmetries are
negligibly small throughout the whole q2 range.
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3.3.3. Summary: partial compositeness

To summarize, in models with partial compositeness one generically expects NP contributions
to C

7

and C 0
7

that are of the right size to reproduce scenario (770) above and thus ameliorate the
tensions in B ! K⇤µ+µ�. Generating a sizable contribution to C

9

or C 0
9

, which is required to
fully remove the tensions, requires a large degree of compositeness for one chirality of muons as
well as a cancellation between several contributions to C

10

and/or C 0
10

. Whether such scenario
is viable when taking into account constraints on the lepton sector is an interesting question
for future study.

3.4. Expectations for CP Asymmetries

Although all the tensions in the data occur in CP-averaged observables and we therefore
stressed above that NP e↵ects required to remove them may be aligned in phase with the
SM, this is mostly due to the fact that few CP asymmetries have been measured to a good
precision and the imaginary parts of the Wilson coe�cients are still poorly constrained (cf. [12]).
Generically however, without imposing additional restrictions on new sources of CP violation,
most of the discussed NP contributions to the Wilson coe�cients are expected to be complex.
Under the generic assumption that the imaginary parts are of the same order as the real parts,
we can derive generic expectations for the CP asymmetries A

7

, A
8

and A
9

, in the considered
scenarios that address the tensions in the data.8

We provide simple approximate expressions for the T-odd CP asymmetries at low q2
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The plots in figure 9 show the q2 distributions of the CP asymmetries A
7

, A
8

and A
9

in
various NP scenarios. The black curves in the plots on the left hand side correspond to the
scenario with non-zero C

7

and C 0
7

of figure 1, modified to include imaginary parts of the Wilson
coe�cients that are not excluded by the data on SK⇤� (the time dependent CP asymmetry
in B ! K⇤�) and A

CP

(b ! s�) (the direct CP asymmetry in B ! Xs�). Measurements of
A

7

and A
9

at low q2 are sensitive to such a scenario. The green and blue curves in the plots
on the left hand side are similar to the scenario with non-zero C

9

and C 0
9

of figure 1. Here,
imaginary parts of O(1) with di↵erent signs are switched on. Moderate e↵ects in A

8

and A
9

at the level of ⇠ 5% are expected in this case. Finally, the purple, red and orange curves in
the plots on the right hand side correspond to a scenario where the tensions in B ! K⇤µ+µ�

are explained by NP in C
9

and C 0
10

. The shown choices of the imaginary parts lead to sizable
e↵ects in all three CP asymmetries of the order of 10%–15%.
We stress again that the currently observed tensions in B ! K⇤µ+µ� are all confined to

CP-averaged observables that are hardly sensitive to CP phases. It is therefore not possible
to predict the sign or the exact size of the expected CP asymmetries Nevertheless, the generic
examples shown in figure 9 demonstrate that precise measurements of the CP asymmetries
would allow to further narrow down possible NP explanations.

8We explicitly checked that in all cases discussed below and shown in fig 9, the presence of imaginary parts
does not worsen the agreement with the data significantly.
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Figure 2: Constraints on NP contributions to the Wilson coe�cients C7 and C 0
7. For the global

constraints, 1 and 2� contours are shown, while the individual constraints are shown
at 1� level.

of NP contributions to Re C7 vs. Re C 0
7 and Re C 0

7 vs. Im C 0
7. The contours correspond to

constant values of ��2 with respect to a best fit point, obtained by combining (correlated)
experimental and theoretical uncertainties7. In each of the plots, we have assumed NP to only
a↵ect the two quantities plotted (e.g., in the first plot, both coe�cients are assumed to be
real). In addition to the global 1 and 2� constraints, we also show the 1� constraints from
individual exclusive observables as well as from the combination of all branching ratios. These
plots highlight the complementarity of the exclusive observables: while the imaginary part of
C 0
7 is constrained by AIm

T , the real part is constrained by A�� and P1, while SK⇤� leads to a
constraint in the complex C 0

7 plane that is “rotated” by the B0 mixing phase 2�. The new
measurement of A�� shows a preference for non-zero Re C 0

7, but given its large uncertainties,
it is not in disagreement with the measurement of P1.

Since the experimental central value of A�� is at the border of the physical domain, we
provide best fit values and correlated errors on the real and imaginary parts of C 0

7 in a fit
without A�� and in a fit including it, obtained by approximating the likelihood in the vicinity
of the best fit point as a multivariate Gaussian. We find

✓
Re C 0NP

7 (µb)
Im C 0

7(µb)

◆
=

✓
0.019 ± 0.043
0.005 ± 0.034

◆
, ⇢ = 0.39 (without A��), (41)

✓
Re C 0NP

7 (µb)
Im C 0

7(µb)

◆
=

✓
0.052 ± 0.039
0.006 ± 0.042

◆
, ⇢ = 0.31 (with A��), (42)

where ⇢ are the correlation coe�cients.

4. Conclusions and outlook

The b ! s� transition belongs to the most important probes of NP in the flavour sector.
While the most stringent constraint on new contributions with left-handed photon helicity

7See [7] and the documentation of the FastFit class in flavio for details on the procedure.
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Figure 1: Feynman diagram for the decay B0! K⇤0�, with �! µ+µ�.

have either focused on a limited mass range [22], or have been obtained from more general
searches for long-lived particles [23].

The LHCb detector is a single-arm forward spectrometer covering the pseudorapidity
range 2 < ⌘ < 5, designed for the study of particles containing b or c quarks [24, 25].
The detector includes a high-precision charged-particle tracking system for measuring mo-
menta [26,27]; two ring-imaging Cherenkov detectors for distinguishing charged hadrons [28];
a calorimeter system for identifying photons, electrons, and hadrons; and a system for
identifying muons [29]. The trigger consists of a hardware stage, based on information
from the calorimeter and muon systems, followed by a software stage, which applies a
full event reconstruction [30]. The selection of B0 ! K⇤0� candidates in the software
trigger requires the presence of a vertex identified by a multivariate algorithm [31] as
being consistent with the decay of a b hadron. Alternatively, candidates may be selected
based on the presence of a displaced dimuon vertex, or the presence of a muon with large
transverse momentum (pT) and large impact parameter (IP), defined as the minimum
track distance with respect to any pp-interaction vertex (PV). Only tracks with segments
reconstructed in the first charged-particle detector, which surrounds the interaction region
and is about 1m in length [26], can satisfy these trigger requirements; therefore, the �
boson is required to decay well within this detector. In the simulation, pp collisions are
generated following Refs. [32–35], and the interactions of the outgoing particles with the
detector are modelled as in Refs. [36, 37].

A search is conducted, following Ref. [38], by scanning the m(µ+µ�) distribution for an
excess of � signal candidates over the expected background. In order to avoid experimenter
bias, all aspects of the search are fixed without examining those B0! K⇤0� candidates
which have an invariant mass consistent with the known B0 mass [39]. The step sizes
in m(�) are �[m(µ+µ�)]/2, where �[m(µ+µ�)] is the dimuon mass resolution. Signal
candidates satisfy |m(µ+µ�) � m(�)| < 2�[m(µ+µ�)], while the background is estimated
by interpolating the yields in the sidebands starting at 3�[m(µ+µ�)] from m(�). With
m(K+⇡�µ+µ�) constrained [40] to the known B0 mass, �[m(µ+µ�)] is less than 8MeV
over the entire m(µ+µ�) range, and is as small as 2MeV below 220MeV. The statistical
test at each m(�) is based on the profile likelihood ratio of Poisson-process hypotheses with
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Figure 5: Exclusion regions at 95% CL: (left) constraints on the axion model of Ref. [20]; (right)
constraints on the inflaton model of Ref. [51]. The regions excluded by the theory [51] and by
the CHARM experiment [52] are also shown.

Figure 5 also shows exclusion regions for the inflaton model of Ref. [51], which only
considers m(�) < 1GeV. The branching fraction into hadrons is taken directly from
Ref. [51] and, as in the axion model, is highly uncertain but this does not greatly a↵ect
the sensitivity of this search. Constraints are placed on the mixing angle between the
Higgs and inflaton fields, ✓, which exclude most of the previously allowed region.

In summary, no evidence for a signal is observed, and upper limits are placed on
B(B0! K⇤0�) ⇥ B(�! µ+µ�). This is the first dedicated search over a large mass range
for a hidden-sector boson in a decay mediated by a b! s transition at leading order, and
the most sensitive search to date over the entire accessible mass range. Stringent constraints
are placed on theories that predict the existence of additional scalar or axial-vector fields.
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where X is any (multiparticle) final state. Ignoring
O(m2

A

0/m2
Z

) and O(↵EM) corrections, this process has
the identical cross section to the prompt SM process
which originates from the EM current

BEM : pp ! X�⇤ ! Xµ+µ�, (7)

up to di↵erences between the A0 and �⇤ propagators and
the kinetic-mixing suppression. Interference between S
and BEM is negligible for a narrow A0 resonance. There-
fore, for any selection criteria on X, µ+, and µ�, the
ratio between the di↵erential cross sections is

d�
pp!XA

0
!Xµ

+
µ

�

d�
pp!X�

⇤
!Xµ

+
µ

�
= ✏4

m4
µµ

(m2
µµ

�m2
A

0)2 + �2
A

0m2
A

0
, (8)

where m
µµ

is the di-muon invariant mass, for the case
�
A

0 ⌧ |m
µµ

�m
A

0 | ⌧ m
A

0 .
To obtain a signal event count, we integrate over an

invariant-mass range of |m
µµ

� m
A

0 | < 2�
mµµ , where

�
mµµ is the detector resolution on m

µµ

. The ratio of
signal events to prompt EM background events is

S

BEM
⇡ ✏4

⇡

8

m2
A

0

�
A

0�
mµµ

⇡ 3⇡

8

m
A

0

�
mµµ

✏2

↵EM(N
`

+R
µ

)
, (9)

neglecting phase space factors for N
`

leptons lighter than
m

A

0/2. This expression already accounts for the A0 !
µ+µ� branching-fraction suppression when R

µ

is large.

We emphasize that (9) holds for any final state X (and
any kinematic selection) in the m

A

0 ⌧ m
Z

limit for tree-
level single photon processes. In particular, it already
includes µ+µ� production from QCD vector mesons that
mix with the photon. This allows us to perform a fully
data-driven analysis, since the e�ciency and acceptance
for the (measured) prompt SM process is the same as
for the (inferred) signal process, excluding A0 lifetime-
based e↵ects. The dominant component of BEM at small
m

A

0 comes from meson decays M ! µ+µ�Y , denoted
as B

M

. There are also two other important components:
final state radiation (FSR) and Drell-Yan (DY).
Beyond BEM, there are other important sources of

backgrounds that contribute to the reconstructed prompt
di-muon sample, ordered by their relative size:

• B⇡⇡

misID: Two pions (and more rarely a kaon and
pion) can be misidentified (misID) as a fake di-
muon pair, including the contribution from in-flight
decays. This background can be deduced and sub-
tracted in a data-driven way using prompt same-
sign di-muon candidates [56, 57].

• B⇡µ

misID: A fake di-muon pair can also arise from
one real muon (primarily from charm or beauty de-
cays) combined with one misID pion or kaon. This
background can be subtracted similarly to B⇡⇡

misID.

• BBH: The Bethe-Heitler (BH) background played

=3

L �� 1
4

F �
µ�F �µ�

+
1
2

m2
A�A�

µA�µ

+ �eA�
µJµ

EM

Dark photons at LHCb

[Ilten et al., 1603.08926]

LHCb will have sensitivity to large regions of unexplored dark photon A′ 
parameter space via inclusive dimuon analysis, especially in [210, 520] MeV 
& [10, 40] GeV mass ranges



Flavour-changing transitions provide another way to test light spin-0 
states. Bounds depend however strongly on assumption on structure 
of couplings between spin-0 states & SM fermions 

b q

W±

A

b q

W±

A

ss s⇤

Figure 1. Flavour-changing transitions such as b ! sA (and also s ! dA after relabelling the
external lines) are generated by diagrams with heavy quarks and W±-bosons.

SM particles. In the context of our model, these processes can be decomposed into the

production of a pseudoscalar in a flavour changing process, such as K ! ⇡A followed by

the decay of A into SM particles. We will therefore now discuss the theoretical predictions

for both contributions.

2.1 E↵ective flavour-changing interactions

Although the tree-level interactions of A are assumed to be flavour-diagonal, flavour-

changing neutral currents (FCNCs) arise at the one-loop level from diagrams with heavy

quarks and W -bosons, such as those depicted in Fig. 1. We will be interested in the transi-

tions b ! sA and s ! dA. The relevant flavour-changing terms are typically parameterised

in the form [63]:

L
FCNC

� A d̄(hSds + hPds�
5)s+A s̄(hSsb + hPsb�

5)b+ h.c. (2.5)

where the coe�cients hS,Pqq0 are typically complex, so we do not include an extra factor i in

front of the pseudoscalar coupling. To connect to various results in the literature, we note

that this expression can also be written as

L
FCNC

� hRdsA d̄LsR + hLdsA d̄RsL + hRsbA s̄LbR + hLsbA s̄RbL + h.c. (2.6)

where qR,L = 1

2

(1± �5)q and the couplings are related by

hSqq0 = (hRqq0 + hLqq0)/2 hPqq0 = (hRqq0 � hLqq0)/2 . (2.7)

In order to calculate the loop-induced flavour-changing couplings, we first of all need to

determine the quark field renormalisation constants. This can be done by calculating the

loop-induced contribution to the quark two-point function and fixing the counterterms in

such a way that all flavour changing transitions q ! q0 vanish for on-shell quarks [64, 65].

Since we assume that the pseudoscalar has no flavour-changing interactions at tree-level,

this requirement then fully determines the counterterm for the three-point vertex, which

contributes to the processes b ! sA and s ! dA.1

Using FeynArts FormCalc and LoopTools [67, 68], we find that the the one-loop contri-

bution to flavour-changing transitions is in general divergent. In dimensional regularisation

1We note that it is also possible to perform the same calculation by explicitly including self-energy

diagrams for the external quark lines [66]. We have checked that both approaches yield the same result.

– 5 –
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Figure 3. Excluded parameter regions for a pseudoscalar A with Yukawa-like couplings to all
fermions (left) and Yukawa-like couplings only to quarks (right); the coupling gY was defined in
Eq. (2.3).

In particular, there are strong constraints from BaBar on new states A produced in the

radiative decay ⌥ ! A�, which apply for a wide range of di↵erent final states. For Yukawa-

like couplings the strongest bound comes from A ! µ+µ� for mA < 2m⌧ [95] and from

A ! ⌧+⌧� above the kinematic threshold [96]. For universal quark couplings, strong

bounds can still be obtained from hadronic decays of A by searching for a bump in the

momentum spectrum of the photon [97].

4 Excluded parameter regions

The parameter regions excluded by the various experimental results discussed above are

presented in Fig. 3 for the case of Yukawa-like couplings and Yukawa-like quark couplings,

and in Fig. 4 for the case of universal quark couplings and third generation quark couplings.

Let us briefly discuss the di↵erent cases in more detail.

4.1 Yukawa-like couplings

A straight-forward bound on gY can be obtained from Kµ2, which gives BR(K+ ! ⇡+A) <

10�6 for mA . 100 MeV independent of the decay modes of A. Substituting the value for

hSds from Eq. (2.11) into Eq. (A.2), we obtain the prediction BR(KL ! ⇡0A) ⇠ 0.06 g2Y in

this mass region. Consequently, the bound fromKµ2 implies gY . 0.005 formA ⇠ 100MeV.

As many other searches, this bound is significantly weakened for mA ⇠ m⇡.6

Most of the experimental constraints that we consider depend on the pseudoscalar

branching ratios and its decay length. For example, the bound BR(B ! K+inv) . 5 ·10�5

6Indeed, there appears to be an allowed region for mA ⇡ m⇡ and gY ⇠ 0.3. However, for mA so close

to the pion mass, the pseudoscalar mediator would significantly enhance the pion decay rate, disfavouring

such a set-up.

– 15 –
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[Dolan et al., 1412.5174]
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Figure 4. Excluded parameter regions for a pseudoscalar A with universal couplings to quarks;
the coupling gq was defined in Eq. (2.4). The left panel shows the constraints when A couples to
all quarks, while the right panel shows the constraints when A couples only to third generation
quarks Q = {b, t}.

the CHARM bound extends up to larger pseudoscalar masses and includes a relevant con-

tribution from B meson decays.

4.3 Universal couplings to quarks

For the case of universal quark couplings, the constraints on gq are considerably stronger

than the corresponding ones for gY . This is partially due to the fact that there is no

factor
p
2mf/v in the couplings, but more importantly due to larger flavour-changing

e↵ects resulting from the non-MFV coupling structure. The former reason also implies that

experiments probing rare kaon decays become more important compared to experiments

probing rare B meson decays. The enhancement of flavour-changing e↵ects, on the other

hand, implies that bounds from processes like b ! sg give stronger bounds than processes

like ⌥ ! � + hadrons.

For small pseudoscalar masses, we again find a clear complementarity between searches

for KL ! ⇡0�� and searches for K+ ! ⇡+ + inv (see left panel of Fig. 4), ruling out

the entire parameter region mA < mK � m⇡ and gq & 10�7. To close the gap between

mA < mK � m⇡ and mA > 3m⇡, we again show the bound corresponding to BR(B !
K��) < 10�2. By assumption, we take photonic decays to be negligible above the hadronic

decay threshold. Consequently, the dominant bound comes from b ! sg for mA . mB,

and from BaBar for mB . mA . m
⌥

.

4.4 Universal couplings to b and t quarks only

If we assume that the pseudoscalar couples only to bottom and top quarks with the same

coupling strength gQ, the e↵ective flavour changing coupling hSds is reduced by more than

– 17 –

Light spin-0 states & flavour

[Dolan et al., 1412.5174]



tt production at LHCb

(qq̄+ |qg|)/total, contributing to tt̄ production is presented as a function of the arithmetic

mean of pseudorapidity distributions of t and t̄ (pseudotop - t̃) for 7 (left) and 14 TeV

(right) centre of mass energies. Note that the contribution from gg-scattering is dominant

across the entire range of phase space for both centre of mass energies.
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Figure 1. Ratio of production mechanisms of pseudotop as a function of pseudorapidity at 7 (left)
and 14 TeV (right). The blue band corresponds to the uncertainty associated to scale variation.

There have been large e↵orts in the QCD community to improve the precision of top

quark pair production predictions. In particular, the completion of the full next-to-next-to-

leading order (NNLO) calculation [3, 4, 5, 6] as well as resummation of soft gluon emissions

to next-to-next-to-leading log (NNLL) accuracy [7, 8, 9]. The reduced scale uncertainty in

these predictions is crucial to gaining information on other sources of theoretical uncertainty

such as the high-x gluon PDF, ↵s and the top mass. A recent study of the impact of these

uncertainties on the inclusive cross-section at NNLO+NNLL accuracy can be found in

Ref. [10], where it is observed that such a measurement, with minimal scale uncertainties,

has the potential to strongly constrain the gluon PDF. It is clear that a di↵erential result

to the same accuracy is highly desirable and will be available in the not-too-distant future.

In fact, di↵erential cross-section results and studies using approximate NNLO calculations

and resummation techniques have already been obtained in [11, 12, 13, 14, 15]. To this end,

we demonstrate the increased sensitivity of pair production cross-section measurements at

high rapidity to the gluon PDF at NLO accuracy.

2 LHCb analysis at 7, 14 TeV

This section aims to provide an estimate of the potential statistical precision of a cross-

section measurement achievable with the current 7 TeV data (
R Ldt = 1fb�1) as well as

the projected 14 TeV data sample after 1 year of running (
R Ldt = 5fb�1). As pointed

out in Ref. [1], top quarks can be identified through their decay t ! (W ! µ⌫µ)b, where

the muon and the b are registered by the detector. Indeed, in the full tt̄ decay it is also

possible to reconstruct a b,µ along with W decay products, radiated jets (which tend to

– 2 –

[Gauld, 1311.1810]

tt production in forward direction advantages because qq + gq 
channels more important, leading to a larger tt asymmetry 



Why tt production at LHCb?

[in LHCb context see Kagan et al., 1103.3747]

In new-physics scenarios in which top production proceeds via          
t-channel exchange, cross section enhanced at large η

Z �
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ū t̄

�S

u

ū
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PDF �̄

LHCb
0 (pb) Exp. uncertainty Nrep Ne↵

4% 1000 942

CT10 137.3 6% 1000 983

8% 1000 994

4% 100 97

NNPDF 145.1 6% 100 99

8% 100 100

Table 5. E↵ective replicas after reweighting with the inclusion of an LHCb semi-inclusive mea-
surement, the associated experimental uncertainty is within the range 4-8%.
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Figure 9. Potential constraint (left) on gluon PDF for CT10wnlo (upper) NNPDF2.3 (lower) with
the inclusion of an LHCb semi-inclusive measurement with an associated uncertainty of 4-8%. The
corresponding reduction of the PDF uncertainty is also plotted for assumed uncertainties of 4, 6,
8%(right).

9, left) assuming experimental uncertainties of 4, 6, and 8% of the pseudoata �̄

LHCb
0 . The

reduction of the gluon PDF uncertainty for the same range of experimental uncertainties

are also plotted (right).

The largest sensitivity lies within the range of 0.1 < x < 0.3 for 14 TeV pseudodata.

The experimental precision achievable at LHCb will therefore have a large impact on fu-

ture PDF fits within this range. The choice of generating pseudodata from an observable

– 14 –

Even if no new physics hides in top sector, could make use 
of LHCb data by improving our understanding of gluon PDF

Why tt production at LHCb?

[Gauld, 1311.1810]



Single-lepton channel statistically more promising than dilepton mode. 
As background low, second signal should still be looked for

3

using MadGraph5 [30] with cteq6ll. In the case of single
top, only the t-channel process is considered, and an un-
certainty is associated to the di↵erence between 4- and 5-
flavour scheme predictions. The 4-flavour inclusive cross
section is also normalised to that of the 5-flavour pre-
diction. For all (N)LO+PS background samples, jet re-
construction is performed with the FastJet software [31],
and b-jets are found by matching b-quarks to jets at the
parton level. The shown tt̄ sample in Fig. 1 is gener-
ated at LO with NLO 0.119 NNPDF2.3 PDFs. In this
work, the signal process is studied with NNPDF PDFs as
they provide updated sets at (N)LO with varying choices
of ↵

s

(m2
Z

). This is important for evaluating the uncer-
tainty of the signal asymmetry prediction, which is con-
sidered by computing the denominator with these dif-
fering PDFs. The background samples are taken from
previous work [1].

The contributions to the inclusive asymmetry, with the
discussed analysis cuts applied, from the various tt̄ sub-
processes are provided. The prediction for the numerator
at various scale choices is provided in Table I, while the
corresponding denominator and asymmetry predictions
are provided in Table II.

N

l (fb) µ = mt/2 µ = mt µ = 2mt

uū 55.62 40.84 31.56

O(↵3
s) dd̄ 23.15 16.99 13.05

ug 1.79 1.02 0.65

dg 0.72 0.45 0.26

O(↵2
s↵e) 9.37 7.65 6.47

⇡ O(↵2
s↵w) 0.35 0.25 0.19

O(↵2
e/w) 0.81 0.78 0.77

Total 91.80 67.96 52.95

TABLE I. Signal contribution the numerator of the inclusive
leptonic rate asymmetry at 14 TeV. The analysis cuts dis-
cussed in the text have been applied.

D

l (fb), 14 TeV

PDF µ = mt/2 µ = mt µ = 2mt A

l (%)

NLO 119 4626 3512 2742 1.95 (3)

LO 119 6225 4663 3586 1.47 (1)

LO 130 6761 4961 3752 1.38 (3)

TABLE II. Signal contributions to the denominator and lep-
tonic rate asymmetry at 14 TeV. The analysis cuts and e�-
ciencies discussed in the text have been applied.

The di↵erential leptonic rate asymmetry is presented
as function of lepton pseudorapidity in Fig. 2. The
dependence of the resultant asymmetry on the choice
of PDFs used for the computation of the denominator
has also been highlighted. Although the symmetric and
asymmetric cross section individually exhibit large scale
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FIG. 2. Di↵erential leptonic rate asymmetry as a function of
lepton pseudorapidity at 14 TeV. The choice of analysis cuts,
and PDFs used for the computation of the numerator and
denominator are highlighted.

dependence, this approximately cancels in the asymme-
try. The dependence on the choice of PDFs is however
significant — a consequence of the behaviour of the gluon
PDF at large-x which results in an uncertainty of approx-
imately 30%. This uncertainty would be reduced with the
inclusion of additional terms in the expansion (1).
The signal contribution to the asymmetry is signif-

icant, particularly at large ⌘

l

where the asymmetry
reaches (3-8)%. To experimentally extract this signal,
it is however necessary to precisely know the background
contribution to the asymmetry. This is demonstrated
in Fig. 3, where the contributions from both signal and
background processes to the numerator of the asymmetry
are shown.
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FIG. 3. Stacked signal and background contributions to the
numerator of the total leptonic rate asymmetry at 14 TeV.

The background contributions depend on the b-tagging
mis-tag rate and associated e�ciency in a non-trivial way,

[Gauld, 1409.8631]
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LHCb can do it, if backgrounds are under control!

�l = 75%
�b = 70%

Al = ([1.4, 2.0]± 0.3) %
�14 TeV � 4.9 pb

50 fb�1, 2030 (?)

Single-lepton asymmetry

[Gauld, 1409.8631]



1-loop corrections to ρ 

ZZWW
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b t

Dominant 1-loop corrections due to top exchange & proportional 
to mt . In contrast, Higgs contribution scales as g1 ln(mh/mZ)2 2 2 2
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[cf.  Veltman, Nucl. Phys. B123, 89 (1977)]



Top mass from EW fit
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Indirect determination of mt

11

Δχ2 profile vs mt

‣ determination of mt from 
Z-pole data (fully obtained 
from rad. 
corrections ~mt2)
‣ alternative to direct 

measurements
‣MH allows for significantly 

more precise determination 
of mt

‣ similar precision as determination from σtt , good agreement
‣ dominated by experimental precision
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