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Introduction
Up until a couple of months ago, SCIPP had not given serious 

consideration to building a T3
Our plan was to:Our plan was to:

• Use lxplus at CERN
• Use the grid
• Use SCIPP computing hardware at CERN
• Use available cycles at SLAC T2 (20% of 1200 cores)

ATLAS computing model anticipates T2 resources may not be sufficient to 
handle production and D3PD-based analysis demands
• T3 needed to offload demand (a more “flexible” and “nimble” model)

➩ Revisiting the T3 option in light of new estimates from forthcoming T3 e s t g t e 3 opt o g t o e est ates o o t co g 3
report 
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UCSC ATLAS Physicists

Facility (5):
Alan Litke1, Jason Nielsen, Bruce Schumm, Abe Seiden, Hartmut Sadrozinski

Staff (2):
Alex Grillo Bill LockmanAlex Grillo, Bill Lockman

Postdocs (2):
Sofia Chouridou1, Jovan Mitrevski1

Graduate Students (5):Graduate Students (5):
Andrea Bangert, Daniel Damiani, Ken Fowler, Gabe Hare1, Peter Manning

1currently at CERN
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1currently at CERN



Physics Directions

Standard Model (SM) physics:
• Underlying event: Hare, NielsenUnderlying event: Hare, Nielsen
• W(μν) + jets: Chouridou, Nielsen
• Z(ee) + jets: Fowler Nielsen SeidenZ(ee) + jets: Fowler, Nielsen, Seiden

New Physics (NP):
• GMSB (γγ + missE ): Baggert Damiani Litke• GMSB (γγ + missEt): Baggert, Damiani, Litke, 

Mitrevski, Nielsen, Schumm
• Universal Extra Dimensions: Manning SeidenUniversal Extra Dimensions: Manning, Seiden

April 6, 2009 SLAC WT2 Workshop               B. Lockman     (SCIPP) 5



UCSC input to US ATLAS model

Input: # of analyses associated with the specified stream started in 
the specified year

performance 
ESD/pDPD at T2

# (2009) physics stream
(AOD/D1PD) at T2

# (2009) # (2010)
p

e-gamma (1)*

muon

track

( )
e-gamma 1 1

muon 1

jet/missE 1track

W/Z(e) 2

W/Z(μ) 2

jet/missEt 1

W/Z(τ)/missEt

gam-jet

minbias (1)*

*not included in spreadsheet calculation
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estimated DISK/CPU resources at T3

Resources required to perform a single 1 hour pass 
on the D3PDs at the T3:

2009 2010

on the D PDs at the T3:

29 cores 169 cores
10 TB 60 TB

#cores (kSpecInt2K-s) = [# of events] [MC factor] [1/(transform rate)]
#TB = [# of events] [MC factor] [D3PD size/event (TB)]

#events includes a stream /perfDPD reduction factor MC factor = 5 = data + 4 data MC

transform (D3PD plots) rate = 10kHz on 1 KSpecInt2K CPU D3PD size/event (TB) = 5KB/event 10-9 TB/KB
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This represents 5×109 events per hour in 2010



T3 Site

The SCIPP T3 site is not obvious. At least 3 choices:

Site: Advantages: Disadvantages:
SCIPP •cooling, power, space is provided

•cost of management/support
•limited cooling, power, space
•probably can’t scale past 2010 size
•limited and shared connectivity (1Gb/s)
•support probably not 24/7

SLAC •proven track record •cost of power, cooling, management
•24/7 support
•Direct connection to SLAC T2
•load sharing possible

NERSC i ti h d i f t t h littl i ith NERSCNERSC •existing hardware, infrastructure, 
management

•we have little experience with NERSC
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This maps into the type of T3 center (T3w, T3g, T3gs, T3af) we envision for UCSC



Tier-3 types
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Strawman T3G system

top: towers: 20TB 120kSI2K
bottom: rack: 24TB 160kSI2K  (5KW) 
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Strawman T3GS system
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What’s missing from $$$ AFAICT

• Display heads/workstations
• Additional cache disks to access D3PD efficientlyAdditional cache disks to access D PD efficiently 

using PROOF
• solid state drives a possibilityp y

• $alaries

April 6, 2009 SLAC WT2 Workshop               B. Lockman     (SCIPP) 12



Summary

Like many universities, we find ourselves catching up 
to the new T3 estimates
• We need guidance to help optimize costs, 

system reliability, etc.
All possible options for sites are currently on the table
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Extra
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SI2K values for various CPUs
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An immediate WT2/3 use case

• Simulate different GMSB scenarios in WT2 batch 
farm using ATLAS Fast Simulation (1 minute/ev):g ( )
2 GMSB scenarios (pointing & non-pointing γ)
10 neutralino mass points/scenariop
10K events/point 200K events
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