CMS Data Management
and
CMS Monitoring
(emphasis on T2 perspective)

® CMS data organization

® Data names, numbers, flow

® Data handling issues at a site

® CMS Computing operation monitoring




ding block: The Event NN

® Two protons collide at the center of CMS detector, and millions of
electronic channels collect data

® Yellow lines (tracks) e.g., added later on during data processing



The Event INFN

® At the core of the experiment data is "The Event”

® A numerical representation of one proton-proton collision at LHC
» As seen through CMS detector
» Sort of a digital picture of the collision

® There are many events = Datasets
® There are many data in one event
» Data inside each event are described as objects

» Events data are written in root format (outside CERN at least)

® As data are processed, event content changes = Data Tiers

» Events with similar content (same objects) are said to belong to
same data Tier (more in next slides)



a processing steps INFN

® MonteCarlo (MC) Production (Simulation)
» Create data that look like coming from detector
® DAQ/HLT
» Data AcQuisition and High Level Trigger = online event selection
» Writes data coming from detector (not all events are recorded)
® Processing and reprocessing (Reconstruction, Production)
» Add/change data
» Because of computations made on the data

» Because of added information (calibration, conditions,
geometry..) from DataBases

® Skim
» Select a fraction of the data
® Analysis
» All of that, but often: extract one plot, or one number

® Each processing step output is in a well defined format: data Tier
» GEN, HIT, DIGI, RECO, AOD

SO BEIGie INFN s CMS DM and Morito



a Tiers and Datasets (e

® Data Tiers track the story of one event through the CMS computing
chain: horizontal organization

® A Data Tier is a collection of events with same objects

» Detail: each data Tier can be thought as comprising the full CMS
data set in that particular representation (list of objects)

» Hence we talk about
> The CMS RAW data
> The CMS RECO data, etc.

® Vertical data organization: All data tiers for events of a particular
kind, coming from a specific origin

» One specific Monte Carlo simulation set of input parameters
» One particular selection criteria in the CMS Trigger

» One particular selection in the processing chain, followed by
other processing and skim steps

® These are called : datasets

SO BEIGie INFN s CMS DM and Morito 5



(names you may sort of see)

Simulation |HLT HLT Simulation
Z-to-ee 4-leptons | Jet-1200 JetSim1200
MC Production | GEN,HITS, GEN,HITS,
at Tier2 DIGI DIGI
Copy to Tierl |GENHITS, GEN,HITS,
DIGI DIGI
DAQ/HLT at RAW RAW
CMS (P5)
Prompt Reco RECO, AOD |RECO, AOD
at TierO
Reprocessing RECO, AOD | RECO, AOD |RECO, AOD |RECO, AOD
at Tierl
Skim at Tierl |RECO, AOD |RECO, AOD |RECO, AOD |RECO, AOD
Copy to Tier2 |RECO, AOD |RAW RECO, |RAW RECO, |RECO, AOD
AOD AOD

SO BEIGie INFN s CMS DM and Morito




, data management INFN

There are data (events) (KB~MB: size driven by physics)
» 1PB/year = 10712 KB

Event data are in files (GB: size driven by DM convenience)
» 1076 files/year CMS catalogs lists files, not events

Files are grouped in Fileblocks (TB: size driven by DM convenience)
» 10”3 Fileblocks/year CMS data management moves Fileblocks

Fileblocks are grouped in Datasets (TB: size driven by physics)
» Datasets are large (100TB) or small (0.1TB)

» Datasets are not too many: 10”3 Datasets (after years of
running)

CMS catalog (DBS) lists all Datasets and their contents,
relationships, provenance and associated metadata

CMS Data Location Service (DLS) list location of all File Blocks

RAW, DIGI, HITS, RECO, AOD, NTUPLE.... All are handled in this
way

SO BEIGie INFN s CMS DM and Morito



ctice: files on servers

® A Tier2 will manage various kinds of data
» Appear as a set of file blocks from specific datasets
® MC production output
» Intermediate small files at job output (unmerged)
» Merged files, O(GB) for transfer to Tierl
® Data for analysis users
» Skims from larger datasets at Tierl (all kind of tiers)
» Data for/from local users from processing of those

® Some data will have backup (on tape) at Tierl/0
® Some not (MC output before transfer, user's data)

® A Tier2 may (or may not) want to use different resources (for
space, performance, reliability) for different data

> How does a Tier2 know which file is of which kind ?

SO BEIGie INFN s CMS DM and Morito




al and Physical names (NN

® Each CMS file in a particular data set/data tier is a well defined set
of objects, a set of bytes

® This has a name that uniquely defines it

» But has many physical instances, since it can move around
® So have a Logical File Name: LFN

» Unique name for a file in the CMS data set
® And we have a Physical File Name; PFN

» The actual name of a file in a particular site in the format that
can be used by an application to act on it

» One LFN may correspond to many PFN's
» dcap:/... rfio:/... srm:/.
» More on Sunday
® Basic concept
» LFN and PFN space is organized
» So a site can assign data to resources based on PFN

SO BEIGie INFN s CMS DM and Morito 9



Ame space organization INFN

st onale
di Fisica Nutleare

® CMS will organize File Name Space (i.e. directory structure in LFN
*and* in PFN) so that storage management is easy

® For this to work a contract with the site is nheeded

» It is expected,that each site offers storage to CMS via a single
Storage Element with a unique uniform name space

» CMS can cope with multiple Storage Elements as long as each
offers the same uniform name space

® The Storage Element must have an SRM server

® The Storage Element must offer Posix-like access, i.e. some
protocol to open the file from the analysis application

» Dcap, rfio, rootd, xrootd....
» In addition to srm/gsiftp
® dCache, Castor, DPM are all OK

SO BEIGie INF s CMS DM and Morito
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Names organization INFN

® CMS organize all its data in a unique, hierarchical, LFN space.

® All data live in subdirectories of this common name space.

® This name space organization is the one visible in DBS

® CMS guarantees that the number of files in each directory is limited
O

Therefore CMS LFN name space can be trivially mapped to physical name
space of any specific Storage Element

® Current layout of the trivial catalog name space is available at
https://twiki.cern.ch/twiki/bin/view/CMS/ProdLFNConvention

® CMS will use the leftmost directory/ies of the name space to separate sets
of data that may need to be handled differently at sites, as far as physical
location (tape, disk, other). Examples

» /store/unmerged/.... used for temporary outputs that need to be
merged in larger files before moving/storing, well suited for disk-only
storage

» /store/production/... used for final production output, fo be saved on
tape at Tierl's

® Each site will then map those branches of the LFN tree to a specific SE (or
piece of) according to desired policy and local technicalities

SO BEIGie INF s CMS DM and Morito 1



ata flows: output INFN

Nazi

Istituto Nazionale
di Fisica Nutleare

® MC Simulation data are created at Tier2 and stay there only for a
brief time. Final destination is one Tierl picked

» because of its capacity to offer custodial storage for them
> not because of geography
» required bandwidth is small, no problem to reach any T1

® Data rate out of a Tier2 dependent on amount of generated data
per unit of time (i.e. CPU), usually a few MB/sec (e.g. ~4 for US
T2's)

® TImagine this as a steady trickle of data out from the site

® Which data is produced will be under control of central CMS
operations, site provides resources but does not control which job is
sent

SO BEIGie INF s CMS DM and Morito
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Data flows: input INFN

® What data to import is largely under site control

® See discussion about Tier2 role in previous talk

® How much to import is a combination of local users needs and disk
capacity

® In general transfers will be initiated by a person responsible for

data management at the site, whom asks PhEDEXx to replicate locally
a given (fraction of a) dataset, i.e. a list of Fileblocks

New data are not required every day

® But when they are required for local analysis, tomorrow is not too
soon

» Input traffic has peaks and comes in bursts
» Will try to saturate network for a while, then stop
» Few MB/sec average, but up to 100MB/sec peak
® Data may have to come from different T1's
» AOD are exception, are at all T1's, including best connected one

SO BEIGie INF s CMS DM and Morito 1



a flows summary INFN

® PhEDEx will manage most of the data flow
» Tutorial on Sunday

® PhEDEx relies on FTS and SRM
» Tutorial on Saturday

® Tnput bandwidth much higher then output
» Beware competition with data access from running jobs

» May have site specific issues that requires site specific solution
depending on actual hardware configuration

® CMS can tune operation to have as much ftransfers as possible to
have the "best connected Tierl"” at the other end, but this will not
satisfy all needs

® You will need to move data to/from many Tierl
® We start to address/understand details of flows
> http://lcg.web.cern.ch/LCG/documents/Megatable161106.xls




on Data Management

® Structured data
® Well defined name space for files
® Sites can map CMS data to various hardware, pool policies

® Uniform name space must be offered locally
® CMS's onw products focus on the TB scale (fileblocks, datasets)

® Grid solutions underneath deal with singe files at GB scale
» FTS, SRM, gsiFtp

® CMS will work with all standard SRM servers currently deployed
» dCache, Castor, DPM
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® Monitor the data locations
> Which data a site hosts

® Monitor the data transfers, data flows
> Which data should a site receive/send ?
» Are data moving ? How well ?

® Monitor the running applications
» Which jobs are running at a site ?
» How long they wait, run ?
» Are they successful ?
» Which data do they access ?
» How much data do they read ?

16




: )
data location INFN

BS data discovery page http:/‘emsdbs.cem.ch/discovery

Integrated
DBS/DLS " DBS/DLS DATA DISCOVERY PAGE Home page: users experts
view _

Mavigator Site search

Keyword | [Use this form to show detailed information about parficular site.
CI . k f I search

ICKon Tlle Site MOTE: the DLS queries may take a lot of time, since they go through LFC.
block hame Choose DBS instance | MCGlobal/Writer =
. DBS info Flease select a site | crzrm-ze01.romal.infnuit ~ Search
to get file | “Search |
. Summary

list

History

Help
More Info
on Sunday Hide panel Description

| Results || Parents || App configs Validation Parameter Set | Release Specs

Computer
readable Block name
fO rmat as /CSA06-081-05-minbias/CMSSW_0_8_1-GEN-SIM-DIGI-1154005302-merged#87
Wel I TCSADG-081-0s-minbias/CMSSW_0_8 1-GEN-SIM-DIGI-1154005302-merged#911c3e56-dfad-4fe7-bidb-458a8dc:

(CSADNG-083-05-EWKSoup/CMSSW _0_8_3-GEN-SIM-DIGI-HLT-1156877645-merged#26578d92-7624-4d5c-bcfo-al

(CSADNG-083-05-Jets/CMSSW 0 8 3-GEN-SIM-DIGI-I—|LT-11568??543411&rged#23¢b9bb5-adﬁ4-43d{:-351D-d1ii?7fe



the data location INFN

DBS data discovery page http:/‘emsdbs.cem.ch/discovery
Integrated
i
DBS/DLS " DBS/DLS DATA DISCOVERY PAGE Home page: users experts
DBS data discovery page hetp:/emsdbs cem chydiscovery/getLENList 7dbsInst=0MT Globs

I'P% ) ) .

P DBS/DLS DATA DISCOVERY PAGE Home page: users experts

Block name:

FCSANG-083-0s-EWKSoup/CMSSW_0_8 3-GEN-SIM-DIGI-HLT-115687 7 645-merged#26578d92-7624-4d5c-befo-af
status type evenis size name

EVD 1747 1.8GE |fstore/CSADG/2006/8/28/C5A06-083-05-EWK SoupM EGOC3TB-4630-DB11-9¢
EVD 1743 1.8GE |fstore/CSADG2006/8/20/C5A06-083-05-EWK SoUp/5277518C-2C3E-DB11-87
EVD 1749 1.8GEB |fstore/CSADE/2006/8/28/C3A06-083-05-EWK Soup/7TOEGTE11-6330-DB11-BE
EVD 1748 1.9GEB |fstore/CSADE/2006/8/20/C5A06-083-05-EWK Soup/T6F17405-853E-D811-94
EvVD 1747 1.8GE |fstore/CSADG2006/8/20/C5A06-083-05-EWK Soup/36232438-5130-DB11-98
EVD 1747 1.8GE |fstore/CSADG2006/8/20/C5A06-083-05-EWK Soup I C204952-4930-DB11-AL
EVD 1748 1.9GB |/store/CSADG2006/8/29/CSA06-083-05-EWKSoup/BC618054-573D-DB11-8L | Release Specs

EVD 1747 1.8GB |/store/CSADG2006/8/20/C5A06-083-05-EWKSoup/D45B73F1-5F30-DB11-A

i 4TAT 4 Hirs i, 1™
readable I1C Block name
format as ICSA06-081-05-minbias/CMASW_0_8_1-GEN_SIM.DIGI-1154005302-merged#s7
wel I (CSADG-081-0s-minbias/CMS{W_0_8_1-GEN-SIM-DIGI-1154005302-merged#911c3e56-dfad-4f67-b0db-458a8dc:

CSA06-083-05-EWKSoup/CMSSW_0_8_3-GEN-SIM-DIGI-HLT-1156877645-merged#26578d92-7624-4d5c-bef9-al

(CSA06-083-05-Jets/CMSSW 0 8 3-GEN-SIM-[IIGI-I-|LT-11558??643-“1&fgﬁd#23¢b‘3bb5-ﬂdﬁ4-43d{:-351D-d1ii?8fe

[ISIefaio Belfoite AN Trieste  CMS DM and Montor



the data transfers INFN

Layered set of tools
» PhEDEX : moves CMS datasets
“ rich set of web pages and graphs
= more features and new web site in development

» FTS : moves files, some retries, hides SRM details, implements
access policies on "site A to site B" traffic

“ no general monitoring tool yet
= see FTS tutorial tomorrow

» SRM/gsiftp : low level single file transfer tool

= http://Gridview.cern.ch monitoring based on gridFtp logs
= does not cover all sites in practice at present



ntrol in PhEDEX

® http://cmsdoc.cern.ch/cms/aprom/phedex/prod/

® See also

Production Info — Orerview - CMS PhEDE=

PhEDEx — CMS Data Transfers

Info Achivity Data Reguests Configuration

Components Reports

| Overview | About | Documentation | Presentations

| HyperNews F-:r'urn| Cevelopers

Info Activity Data Requests
Overview Rate Dataszets Overview
About Rate Plots Replicas Tasks
Diocumentation Queus Plots Subscriptions Site Status
Presentations Quality Remove Requests
HyperMews Plots Datasets Request
Forum Transfer Femove Dietails
Developers State Files Create

Transfer Request

Details

http://agenda.cern.ch/askArchive.php?base=agenda&categ=a06266

4&id=a062664s0112/transparencies
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® Can select source, destination, link, time interval..

Throughput (MEfs}

PhEDEx SC4 Data Transfers By Destination
Last 48 Hours &t 2006-06-13 23:30, lsst anbry 2006-06-13 22:00 GMT
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’hEDEX example INFN

® Transfer quality plots (fraction of successful trasnfers)
® Can select source, destination, link, time interval..

Last 96 Hours at 2006-06-10 08:54, |ast entry 2006-06-10 0€:00 GMT

T

Fraction of Successful Transfers

=g
%

g
LS.
X

l_ll"l'il'l
g
‘E:

I

=

o o o o e o o o g |

i

Q00 1700 DL:D0 D%:O0 1700 0LOO 0%00 1000 01:00 0[9:00 17:00 01:00
Hour

Ho-1s Bi-ee W% Hio-ome Jao-smee [s50-60 Ooo-7oe E7o-soe Wao-oow Weo-00% W00+




)nitoring CMS jobs INFN .

® There is site monitoring and grid monitoring
® But now we care about application monitoring

» Correlate/aggregate information based on application specific
information that site or grid does not know

= which data does the job access
“ is this real production or test ?
= user's analysis or organized physics groups activity
= was the application (CMS SW) successful ? Why ?

® Strategy

» Instrument job fo report about itself at submission, execution,
completion times

» Via hooks in job management tools (Crab, ProductionAgent)
» Via hooks in job wrapper

> Collect all data in central, Oracle based DB

» Have interactive "dig-in" browser and static plots

SO BEIGie INF s CMS DM and Morito 2



® http://arda-dashboard.cern.ch/cms/

® Explore around, there are quite a few useful things

® Next slides show examples from "Job Monitoring" links

® See also Michael Ernst tutorial at June's T2 Workshop
http://agenda.cern.ch/askArchive.php?base=agenda&categ=a06266

4&id=a062664s0112/transparencies




® Tutorial at last CMS week:
http://indico.cern.ch/materialDisplay.py?contribId=624&sessionId=4

b Dashboard

Istituto Nazionale

&materialId=slides&confId=5878

® Running Oracle back-end and
PHP web UT.

® Reading data from various
sources

® (aining valuable experience
running such a service

» Performance

® Currently we are working

towards the next versions of
the Dashboard with extended
scope

» Tier-0 (CMS)

» Grid reliability

» Service monitoring (SAM,

3D)

http://arda-dashboard.cern.ch/cms/jobmon

% ARDA/CMS Dashboard - Mozilla =10 x|
e [ [
User I Al ll =
Site I all LI
Job Submission Tool I Al LI
Input Collection I Al ;I
Application I all ll
Resource Broker lﬁ
Activity I A =l
Grid Flavour I ll |
sort by [ activity ll
Computing Element I Al ;I
Max bars in the plot I 20 ;I
Start Date (d/m/y HH:MM:SS): | | | " | mie o [0 <[5 =] | w -]
End Date {d/m/y HH:MM:58): | 1& ;I I ] ;I I 006 ;I [ ;I 05 ;I I [ ;I
ssssss
Activity vs Number of Jobs
nresolvedf ]
prod uction |
analysisy u
JobRobot+ ]
SW_Monitoringf2]
1000 2000 3000 4000 5000 G000
Mumber of Jobs
[] submitted App Success App Failed App Unknown Running Pending Aorted |1 Cancelled [ Timeout
te: b status an vate are caleulate
crid pplication versl
ol il Total ol fal G Stitus of Terminaded Jobs Exit Stufus of applicafion  Donet
el sbmithed  Unknown  Pending  Running  Terminated e Finished Jobs Sucress Rl Swcress e
nnnnnnnnnnnnnnnnnnnnnnnn Failed
Job ) [}
Sw_Honitoring 5%
analysis 4%
uuuuuuuu o
unknown  &8&5 2526 1291 idaE 2512 5%
Total an
=
T Bl 2 G5 & | Done I Fo-[==|




Dashboard for
Monitoring

% &b 2 D o |

=100 x]
)
User | 4l =l
Site | 4l =l
Job Submission Tool [ Al =
Input Collection [ Al =l
Application [ &l =l
Resource Broker [ =l
Activity Al =l 4.7
Grid Flavour [ al =l
sort by| Activity = 47
Computing Element| all =l
Max bars in the plot| |
Start Date (d/mfy HH:MM:5S):[16 =[[03 =[[z006 =] [17 =[[53 =] [o0 =]
End Date (dfmfy HH:MM:S3): [15 =] [09 =] [2006 = [16 = [53 =[[00 =]
Submit I
Activity vs Number of Jobs
unresolvedf 1]
production
analysist !
JobRobot
SW_Manitoringfl
5000 10000
MNumber of Jobs
[] submitied App Success App Failed App Unknown Running Pending Aborted [ Cancelled [ Timeout
Mote: How job status and success rate are calculated
Application -
it Tatal Total Tatal Total Tatal Grid Status of Terminated Jobs SG”d Exit Status of .Agpllcatlun Dones SD"E”J
ERRLD Submitted  Unknown  Pending  Running  Terminated Lg::t?s Finizhed Jobs L::‘C:t?s SUccess Lg:t?s
Done  Cancelled  Aborted  Linknown Success  Failed  Unknown
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Select the
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Set sorting by
site

Submit query
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Dashboard for

[ P

=181

Arda Suppart for cns Analysis Process
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A ARDA /CMS Dashboard - Mozilla Firefox

File:

Edit  Yiew Go

Bookmarks

Tools  Help

<:| - ED - @ @ Lg-] Iu http:,l'll'lxardaD2.cern.ch:8DBB,I'dashbnardIl'db_oraclejrod,l'JobDetaiI.php?&TaskTypeId=4&Disp|ayName=unl.eduj @ Go I@,

siteMame: unl.edu
TaskTypeld: 4

count SchedulerJabld
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g hittps: dfegee-rb-03 cnaf.infrut 90000 _Clvai TPHY sgUHxnbIRSw

g hitps: Megee-rb-03 .cnaf.infrut Q0000H saG 207 Tam 4G T gsHMW YL,

10 http: grid-rbl desy de: Q000K KN Coabk_3dyribS o

11 https Mgrid-rbl desy de:A000CnCaUSezKhKESgILimESSgy

12 Https: fegee-rb-03 .cnaf.infnot A000CLSFIEBSGTaMESIn_WVISs

13 hitpzlegee-rb-03.cnaf infr it 90004y BBglaGySicdvilyB-g

14 hittpz Vegee-rb-03 cnaf infr t S000DLEAHTB41 Tyl SFMUHWw G

15 hitpzlegee-rb-03 cnaf infrot 00004 2utiveFSkw zweofop3lsrP A,

16 hittps Vegee-rb-03.cnaf infrt: 0004 mChbAkgdCre 1 pd 27 fhghbc

Site Status

unl.edu ABCRTED

unl.edu ABCRTED

unl.edu ABCORTED

unl.edu ABCORTED

unl.edu ABCORTED

unl.edu ABCORTED

unl.edu ABORTED

unl.edu ABCORTED

unl.edu ABCORTED

unl.edu ABCORTED

unl.edu ABORTED

unl.edu ABCRTED

unl.ecdu ABORTED

unl.edu ABCORTED

unl.edu ABCORTED

unl.edu ABCORTED

unl.edu ABORTED

vl sl 1 BEETER

=l
ExecExitCode EventRange :,EmeMEd Started st Finished st TaskMame Ip&ddres
2 339552_:03%_1 C Lnknoyvn 33?55?_:03%1 e ceaba_crab_0_0809158_0S5039 unknown
3 :1?39553::0198_1 C unknonn 33?55?_:0195_1 e csaba_crab_0_0809158_055039 unknoswn
4 1230553:05981 C urknonvn 123?5552%_1 e ceaba_crab_0_060915_055039 unknoswn
5 g 115 (13- 5 2006-09-15 known
35 105302
B e :3555:03?1'1 C 123?555;:01%'1 E ceaba_crab_0_0509158_055039 unknoswn
7 1280585'3931 C urknoT 1210?08&0193'1 e ceaba_crab_0_050915_055039 un known_
S u b @5&&%*9@13100080034 e csaba_crat:FlaSkJSQ kg
t i m 128058}:?5?11 Ry 121005?3'1 e ceaba_crab_0_050918_055039 unknoswn
11 12805%01%1 Ry 1210:0082_51%_1 e csaba_craﬂ_ﬁlmg unpknosen
12 3100050_003,1 c unknowvn 310:0053::0293_1 . ceaba_crab_0_0809158_055039 unknown
14 %?10:0051':0098'1 C %?10!:'05?;0395'1 C %?10!:'055;00%'1 e ceaba_crab_0_0B09158_0S5039 unknown
15 f??;‘i%ﬂ C %?10!:'05‘;:0395'1 C %?10!:'055;0393'1 e ceaba_crab_0_0B09158_0S5039 unknown
18 %?100053:0231 C LnkRosvn %?10?05?':01%1 e ceaba_crab_0_0S09158_055039 unknoswn
18 12100054;009?1 C urknonvn 121023055:05?{1 e caaba_crab_0_060915_055039 unknoswn
| 12100055'03931 s 121023055;:0593'1 e ceaba_crab_0_050915_055039 unknoswn
22 12100085-03%1 s 1210918003%'1 e ceaba_crab_0_0D509158_055039 unknioswn
23 1210008}:03%1 S s 1210918202%'1 e ceaba_crab_0_050918_055039 unknown
a 20068-09-15 2006-03-15 2008-09-13

P NPT P ' ncnn-ici AESTRO 4l
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— Site Efficiency INFN

® The Grid Reliability project was
triggered by the experience of the
Dashboard project

® The Goal : present real reasons of :
job fai,ures based on analyzing the  Nttp://arda-dashboard.cern.ch/cms/jobmon-gr

R-GMA log files

% Site Efficiency - Mozilla =10 x|

bt [k e

SITE EFFICIENCY

These are the reports that have already been generated:

200K

If you prefer to create your own report, fill the fields helow and click on submit

binitum number nfjnl:]s:| (e 200y
Date: | (i.e. 12-Aug-06)
submit |
G &l 2 E3) @3 | I =]

IISEROBEGHE WP Tiese  CMS DM and Morior S



—

Site Efficiency (e

[% Site Efficiency - Mozilla =181 x| Site Effi mency Mozilla =18l x|
b F|

Dlsplaymg the sites with more than 150 jobs

SITE EFFICIENCY

Displaying the values of the date: 13-Sep-06

Click on any Site, and you will have a breakdown of the jobs according to the CEs If you want a similar report for any other day, click here
It you click on the CEs, you will have a breakdown of the jobs of that CE according to their sworkflow SiteHame (click on any site) Successful jobs||Failed jobs |Efficiency

Warning!This table does not represent the numhber of jobs, but the number of job attempts. For example, if a _—————————————————
user submits one job, the job lands twice on site & where it fails, and then it lands on site B where it is _—_—
successful, that job would produce three entries in the following table: two failures for site &, and one red.unl.edu:z119/jobmanager-phs-cms 185 15.66%
success for site B.

Displaying the sites with more than 150 jobs

Displaying the values of the date: 13-5ep-06
If you want a similar report for any other day, click here

SiteHame (click on any site) Successful jobs |Failed jobs |Efficiency

T S - -3

Ignored Job RetryCount _M_ hit

15 |lgnored Job successfully submitted to Globus

Ignored Job successfully submitted to Globus

Job terminated successfully

7 Yes user retrieved output sandbox

3 Yes user retrieved output sandbox

1 Yes user retrieved output sandhox

cmsafmit.edu 128 138 45.12%
INFM-LML-2 177 4 70.52%
- % £l 2 E3) & | Done I HD-PEI_I__ 31

i &b ~Z EZ o4 | Done I [Fo-[=alF




s (“coffee views”)

» Fast plots, by time period, time history
» http://arda-dashboard.cern.ch/cms/jobmon-history

Istituto Nazionale
di Fisica Nutleare

Example of time history

—lolx|

IC

Grid status of Terminated Jobs

Total (today)
200
180
160
140
120

100

a0

Number of jobs

60
40
20

ASAP

Ardasupport for cms Analysis P rocess

200

180

160

140

120

1600

Number of jobs

80

60

40

20

1]
0E: 00 02: 00 94: 60
OND @ENA @NC CONGU @ NSub

06: 09

O N5uc

Glite

Application status of Terminated Jobs

Total (today)

00: 99

O NF

02: 08 04: 00 06: 90

O NApplU @ N5ub

M Sub: Mumber of Submitted jobs

b Mumber of Abarted jobs

MC: Mumber of Cancelled jobs

MO Mumber of Done jobs

WEL: Mumber of ferminated jobs for which Grd exit stdus was not reported to the
Dashboard

M Euc: Mumber of Success jobs

MF: Mumber of Failed jobs

WA pplU: Mumber of Application Unknown jobs

Note:

+ Owerall difference in number of submitted and ferminated jobs is erplained by the fact
thiatwe do notwet hawe in the dashboard proper monitoting of the Prodagent jobs.
Diashboard for the moment confeins onlw submission informadion for Prodagentjobs.
Mo info sbout fime stamps and terminadion stedus of the jobs submithed via Prodagent
is available. e are working on it fogether with Prodagent development feam.

+ The fime bin here is 10 minutes,

B & 2 BB & |

Fo-T=
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S Analysis Prototype - Mozilla <2>

=01 x|

A
Aol
— o
4 AR
B/ ‘gi,/”‘!)/!g
— |Lm) o

Sort By :I Site

ASAF

Arcla Support for crs Analysis Process

MSuk: Murber of Submitted jobs
M Mumnber of Aborted jobs
MC: Murnber of Canceled jobs
MO Murnber of Done jobs

not reported to the Dashboard

MSue: Number of Success jobs

MF: Mumber of Failed jobs

MAppll: Murnber of Application Unknown jobs

MGLU: Mumber of terminated jobs for which Grid exit status was

contact: dashboard-support at cern.ch

T
Today Yesterday
MSub A, MG MO MGEU | M3uc | NF | Mapplld | M3ub [A M e MGU | NSug | TF el —
7789 2185 149 | 3479 263 1145 Z05 4726 9861 1404 | 248 | 4223 B11 1241 339 4306
This K This manth
MSub A MC MO | NGU ﬁ‘ﬁf\ Appll | MSub MA, M MO MGU | MSue | NF | MApplU
14352 | 2148 | 1185 | 7778 634 3406 | BG7 TBIZ Z308 'EEJ‘ 1245 | 11171 | 2278 | B531 1836 8518
This year
MN5ub Ma | MNC MO | NG | NSue | WF | MAppll
17037 | 2403 | 703 | 9186 | 1184 | 5168 | 1160 7148
Hote:

1. ahout the values here:

* The walues you get for today is the total values of jobs today.

"Today " starts from 1240,

* Thie walues wou get for yesterday is the total values of jobs
yesterday.

* The walues wou get for this weekimonthlvear is the average
walue of jobs inone day.
2. Ahout the timing here:

* "This week " means 7 days back starting from today.

* "Thiz manth” means 30 days back starting from today.

® "This wear " means 365 days back starting from today.

last modified: September 14 2006 & CERN

e Y 2 X @3 | Dane

o=

INFN
C

Istituto Nazionale
di Fisica Nutleare

Main page

Select aggregatio
(site, RB,
npplication,
nctivity)

Select time frame
(day, week,
month,year)
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click on pictures

» Graphical interface as an entry point for the time history

» http://arda-dashboard.cern.ch:8080/CoffeeView/

Istituto Nazionale
di Fisica Nutleare

% ARDA/CMS Analysis Prototype - Mozilla <Z»

e [ e

Average per day of submitted and terminated jobs

Overall statistics

22,500

20,000

Sort By:| Site =

17,500

Today

15,000
MGub | NA | NC | ND | NGU | NSuc | NF

12,500
7799 | 2185 | 149 | 3479 | 283 | 1145 | 205

This week 10,000

MEub | MA MC MDD | NGU | NSuc | NF

14352 | 2148 | 1185 | 77¥8 | B34 | 3406 | BBV

[=].--50rt by applicafion

e I.LLL
.

This year
MSub | RES | MC ‘ MO | MG | MN3uc MF
0
today yesterday this week this month this year
17037 | 2403 | 703 | 8186 | 11684 | 5168 | 1160 s month
""" R || Submittec @ Aborted @ Cancelled B Done []5uccess []Failed [ Unknown |
=1
Site | m Show me |
MSub: Number of Submitted jobs =
M Mumber of sborted jobs RE I v Show me I
MC: Humber of Cancelled jobs 4
MO Number of Dong jobs - (|
NG Mumber of terminated jobs for which Grid exit status was Actiuity I [ Show me I
not reported to the Dashboard =
MEue: Mumber of Success jobs Application | m Show me |
MF: Mumber of Failed jobs

Mepplll: Mumber of Application Unknoewn jols

e £l w2 E3 @B | http:#/arda-dashboard .cern.ch:8080/Coffee View/zkauswebizulfhtmlfimagemap-done.dsp?_p
contact: dashboard-support at cern .

cld

o el

Fo-T=i=|

b % \Z Ea) &R | Done I
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discover more plots (NN

offee ¥iew - Mozilla Firefox
File Edit ‘iew Go  Bookmarks  Tools  Help 0 '::'
qil - |:> - gl @ @ [% I@ http:/farda-dashboard. cern.ch: 8080/ Coffeeview) j @ o I@,
Coffee Wiew wi.1
B Overall
B-Sort by site Site Top
----- today
""" \,fe.sterd ¥ Average number of jobs per day
----- this week ™~ 5 ] 1,000 2,000 3,000 4,000 5000 6,000 7,000 B,000 9,000
----- this maonth 0 i
. | unknown :
""" this year i CERN-PROD :
= ' G i
=-Sort by RE : INEN-T1 Eoledia, :
----- today : lala :
: USCMS-FHAL-WC1 0
----- yesterday : iBathaEialt_,clLligoisl :
""" th!s week : (Karlsruhe,Germany | :
----- this manth 0 i
_____ this year ' B Submitted @ Aborted [ Cancelled [l Done []5uccess []Failed [JUnknown .
E-Sort by activity Average number of jobs per day
----- today . : 0 5,000 10,000 15,000 20,000 25,00!
""" yesterday : : overall :
----- this week i i Kk :
X i | unknown i
----- th!s month 'Yesterday | CERN-PROD :
..... ' i G i
this year : : Us s -FRALWE L !
E-Sort by application i ! hBata\ria IHlinois) :
; ; INFN-T1 {Eologna, :
""" today ; | Italy) :
----- esterda . ! - - i e
¥ ) ¥ ' I ||Submmed B Aborted @ Cancelled @ Done [J5uccess [ Failed [ Unknown 1
----- this week e ——
----- this month ! Awverage number of jobs per day
----- this year ! ! 0 2,500 5,000 7,500 10,000 12,500 :
; ; overall :
E E unknown :
‘This weel | USCMS -FNAL-WC1 5
| . (Batavia, IIIinuisJD !
0 0 CERN-FPRO i
0 ' Genev.. i
| i FIE-LCGL2 i
E ] (Karlsruhe,Germany) | E
||Submitted B Aborted @ Cancelled @ Done [J5uccess [ Failed [ Unknown
Average number of jobs per day Ll

ISIERG BBIe Wi OMS DM and Noror 5



® Per site

running times

Istituto Nazionale
di Fisica Nucleare

® Per application type
® Per user (group)

sy | [vings

5 average running time - Mozilla
: - @ a @ [ & nitp:¢rardan? 688/ dashboardrequest py/runningtime te=re=. tool=&dataset=Gappl j 2_Search E’i
: tint

- =
Back Cooua Reload

ma] [ranningting

AVERAGE GUEUING TIME

waking tirme per st

MWTH.Anc heni

FEHALOGE

BEQUA-ULBVUB

DESY4HH

INFN BOLOGNR,
B INRNE!

and. e Ay

INRAEGE

VRS OUTHGRID-BRIEHER
desyde

scotgra.glay

TR LILAEBIM
GRAOLAITH

s ufl eduf

CRCRACG
INFHANL-2
Pep wise edus

L
NI LD

L

AVERAGE RUNNING TIME

ohsummary | | waitingtime | | runningtime

running time per site

DESY-HH-

BEgrid-ULBYUB:
WARSAW-EGEE: 1
INFN-PADOVA
desyde ]
UKI-LT2-RHUL-
inp. ar
urknowr

USCMS-FNAL-WCL-

2 4 &
o
itn AvEraGE quang Ume
RWTH-Adchen 102206
FZK-LCGE oEzaE
BE grid-LLB-V LD 01227
DESV-HH 070208
BIFN-BOLOGNA 43016
BG-INRNE L)
grid etfrhu by 034501
JINR-LCGE 34100
U-SOUTHGRID-BRIS-HEP 030552
digy e 030249
scetgrid-gla 024322
TRe01-LILAKRIM 01514
GR-01-AUTH 021346
phys ul ey DT 0%44
C5C5-LCGE 015341
BIFN-LHL-2 015806
hopowist bdu o051 56
fuspor a4y
HIKHEF-ELPROD 014817
Ebla) O 18710

i

S |
—
1
CERN-PRODT ]
S
RALLCGZ2Y ]
RRCKH ]
KharkowKIPTLCGZE ]
(a3 S—
ru-Moscow-SINPLCG2Y ]
INFN-LNL-2E— ]
IFeaLcG2y ]
IN2P3-COLCGE ]
picf___J
2 q 6 []
hours
site average running time
DESY-HH 10:04:52
BEgrid-ULE-YVUB 06:36:45
WARSAW-EGEE 05:5642
INFN-PADOY & 05:5346
desy.de 03:21:32
UKKLTZ-RHUL 03:06:03
Inp.demokritos. gr 03:00:21
unknawn 01:31:54
CERN-PROD 01:05:22
USCMS-FNAL-WCT 01:05:11
RAL-LCGZ 00:56:14
RRC-KI 00:57:31
Kharkoy-KIPT-LCGZ 00:51:30
ITEP 00:46:17
n-Moscow-SINP-LCGZ 00:44:33
INFN-LML-2 00:41:30

S Ul <2 E2 @@ | Dore II

e[|
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rates at the site INFN

1/C) rate in MB/s

IHNZP3-CC {Lyon, France){momth)

1.4

1.2:
1.3:
a.a:
rzn.a:
0.4

a.2 1

Fzod/™rite rote, owerage per job in MESS

ﬂ.ﬂ l..|
Weak 44 ook 45 Eook A8 ook 47

O FeadRate @WriteRate

To be used toghether with local monitoring, dashboard gets
this from job summaries, and can aggregate for application,
task within CMS. Site monitoring usually sum all usage by
possibly several experiments.

ISEROBEOHE WFiTiese  CMSOManaMonior a



ary on monitoring INFN

® When you need to understand a complicated system (a Tier2 is
complicated enough), information is never too much

® There for CMS developed interal monitoring tools to complement,
not replace everyhthing else

® PhEDEXx and Job Dashboard monitoring allow to look at things from
the CMS persective, aggregating information that makes sense with
respect to CMS operations

» CMS datasets
» CMS applications, tasks
» CMS users, groups



. Questions ?



® Spare slides follow



Architecture

~ cMs
Online
(HLT)

;'_/

~6 Tier-1
Centres (off-site)

~13 onine —-*

“streams (RAWN) ©

.l -, =10 onine

=—"w= streams First pass

2 ] ~  (mAWY reconstniction
s

~10 onling
streams i RAW) =50 Da'asels

v IRAVRECO)

Pnmary —
lape 5

archive ; Tier 0

[
P
50 Datasets I ‘
(R4 NTEEC.:\' Average of

~B Datasats Arvalysis,

Callbralion
Re-reccnalruction,
s4im making

hared :mungsy
Tio;, 15;; par far
IRAVMRECO)

RECO J
ADD 5 i~

/ Geoond
ary tape

CMS-CAF
(CERN Analysis Facility)

S/ Ther 1

Tier-0: Tier-1's:
¢ égcepfs data from ® Real data archiving
Q ® Re-processing
® Prompt o
reconstruction ® Skimming and other data-
® Data archive and intensive analysis tasks
distribution to ® Calibration
Tier-1's ® MC data archiving

INFN
o
~25 Tier-2
Centres
T =
/ i

Tier 2 I Tier 2 l Tier 2

ﬂ‘

Tier 2 I Tier 2

I Tier 2 ll
Tier 2 | Tier 2 Ill

Tier 2

Tier-2's:
® User data Analysis
® MC production

® TImport skimmed
datasets from Tier-1
and export MC data

® Calibration/alignment

41
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/‘)

OMS Services Overview INFN

Istituto Nazionale
di Fisica Nutleare

Data Management System
® No global file replica catalogue

® Data Bookkeeping and Data Location
Systems

» What data exist & where are locatec
Local File catalogue
® Data Access and Storage
» SRM and posix-IO-like
® Data Transfer and placement system
» PhEDEX

Workload Management System
® Rely on Grid Workload Management

» Reliability, performance, monitoring,
resource management, priorities
® CMS-specific job submission, monitoring
and bookkeeping tools

SiEfao Belfite e THssie  CMS DM and Monir 2




Data Processing INFN

® Data are used by workflows. All workflows the same (roughly):
» MonteCarlo, Reconstruction, Analysis...

» Run application on all files of Dataset D-In (or just N times for
Initial MC generation), produce Dataset D-Out

® Inpractice

> Access DBS to list Fileblocks for D-In. Access DLS to find
locations

» Split in N jobs to exploit farms. Obtain N output files
= copy those files to final destination (now or later)

» Register N files in Dataset D-Out in DBS/DLS
® Special (and VERY common) case: file merging

» Collect/merge N small outputs in fewer larger files (w/o
mistakes)

» Is still the same workflow: run many jobs, each application
instance reads many files to produce a single one.

® CMS ProductionAgent to address this
ISERAOBONE A Tiese VS DM and Monior i



rl transfers at 2008 rates

PhEDEx SC4 Data Transfers By Destinations matching

Last 91 Days at 2006-08-11 09:08, last entry 2006-08-11 GMT

More then 3PB of *°r 91 days before Aug 11 2006
data transferred by ool - - ----mmoooooooooo o

CMS in 3 months

Over 300MB/sec g _
fa 1000

peak from CERN
to Tierl’s

500 |

P

)
INFN

Is onale
di Fisica Nutleare

Averaged Throughput From 05707706 To 11/09/06
Data Transfer For "CM5° From CEREMCI To All Sites
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