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Last year: HighlightsLast year  Highlights
CCRC’08 was successful

But did not fully test everythingBut did not fully test everything ...
Mini reviews in July 2008 and February 2009:

“Recommend that there is a CCRC’09 in some form:”
At least CMS+ATLAS – but preferably with all 4 experiments
Testing reprocessing at Tier 1s (recall from tape) and massive/chaotic user analysis
Need metrics with which to evaluate this

“L t’ k t li it d b h d t“Let’s make sure we are not limited by resources when data comes..
Not obvious you can just move the schedule by one year in terms of resources”

“Need an official statement on 2009/2010 running time and LHC efficiency factor common for 
all experiments so they can provide a consistent/coherent estimation of resources needed in 
2009/2010”

Promised urgently (~today)
“Experiments still suffer from SRM (MSS) performance”
Applications area “Very good progress on all fronts with very mature organisation wellApplications area – Very good progress on all fronts with very mature organisation well 
managed giving results”

Ready for accelerator start up
Took data(!) and cosmics
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Took data(!) and cosmics ...
Mostly the services improved ...
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WLCG MoU Signature Status 
(N C RRB)(Nov C-RRB)

Since the April 2008 C RRB the Czech Republic hasSince the April 2008 C-RRB the Czech Republic has 
signed the WLCG MoU as a Tier-2 supporting ALICE and 
ATLAS
All Ti 1 h i dAll Tier-1s have now signed
All of the Tier-2s have signed except Austria

Signature expected before mid November 2008 (done)Signature expected before mid November 2008   (done)
A new MoU will be signed on 11/11/08 with Korea as a 
Tier-2 supporting CMS  (done)
B il i till l i t i th M U Ti 2Brazil is still planning to sign the MoU as a Tier-2 
supporting all 4 experiments 

Letter sent by J. Engelen in June 2008
WLCG MoU wording and future commitment being examined 
by their legal experts

CERN

Sue Foffano – CERN-IT-4

Today:
33 countries have signed (~50 signatures) for 11 Tier 1s, 
61 Tier 2 federations and 120 Tier 2 sites



CCRC’08 and beyond
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CCRC’08 Simulations/CCRC’08 Simulations/
cosmics

Usage Patterns
Can change significantly e.g. 
between CCRC’08 in May and 

i / i l ti icosmics/simulations in 
September
Tier 2s consistently deliver 
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y
~50% of total



CERN + Tier 1 accounting - 2008CERN  Tier 1 accounting 2008
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Reliabilities
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Improvement during CCRC and later is encouraging

Average Top 50% Top 20%

p g g g
-Tests do not show full picture – e.g. Hide experiment-specific issues,
- “OR” of service instances probably too simplistic
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a) publish VO-specific tests regularly; 
b) rethink algorithm for combining service instances



Tier 2 reliabilitiesTier 2 reliabilities

Big improvementg p
Federation average is 
now weighted by #CPU 
(where avail)(where avail)

Would like to fix target at 
95% 

Should be achievable

e.g. of extended 
scheduled downtimes 
(availability << reliability)(availability << reliability)
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Only 1 Federation still not 
reporting (Nordic started 
in Dec)



VO-specific tests

In the process of being validated

Ian.Bird@cern.ch 10



Pledge Balance in 2009Pledge Balance in 2009
The table below shows the status at 27/10/08 for 
2009 from the responses received from the Tier-1 and p
Tier-2 sites

The Total 2009 pledge from Russia is included but not 
the split across the experiments
Following a re-organisation of some of the German 
Federations, pledges  for 3 are still to be included
Pledges for the new French Tier2 IPHC Strasbourg not 
includedincluded

% indicates the balance between offered and required.
ALICE ATLAS CMS LHCb Sum

2009
T1 CPU -49% 6% -2% 2% -12%
T1 Di k 43% 5% 13% 2% 13%T1 Disk -43% -5% -13% -2% -13%
T1 Tape -50% -7% 7% 6% -13%
T2 CPU -44% 0% -8% -40% -12%

CERN

T2 CPU 44% 0% 8% 40% 12%
T2 Disk -44% -20% 35% - -2%

Sue Foffano – CERN-IT-11



Pledge Balance 2008-2013Pledge Balance 2008 2013
The table below shows the global picture for 2008-2013, 
status as of 17/11/08 % indicates the balance betweenstatus as of 17/11/08. % indicates the balance between 
offered and required
Some Federations have recently signalled a change to 
procurements for 2009, not supported by WLCGprocurements for 2009, not supported by WLCG 
Management or Overview Boards

2008 2009 2010 2011 2012 2013
T1 CPU -5% -12% -11% -15% -20% -26%
T1 Disk -12% -13% -15% -18% -24% -29%
T1 Tape 13% 13% 16% 22% 24% 23%T1 Tape -13% -13% -16% -22% -24% -23%
T2 CPU -2% -8% -29% -31% -32% -37%
T2 Disk -12% -1% 3% -6% -6% -17%

Last RRB agreed that planning timescale would change 
from 5 years to 3 to be more realistic
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from 5 years to 3 to be more realistic



Schedule for 2009 - 2010Schedule for 2009 2010

From Chamonix summary: http://indico cern ch/conferenceDisplay py?confId=45433
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From Chamonix summary: http://indico.cern.ch/conferenceDisplay.py?confId=45433



Likely scenarioLikely scenario

Injection: end September 2009j p
Collisions: end October 2009
Long run from ~November 2009 for up to 44 weeks

Short stop (2 weeks) over Christmas/New YearShort stop (2 weeks) over Christmas/New Year 
Energy will be limited to 5 TeV
Heavy Ion run at the end of 2010

No detailed planning yet

Now understand the effective amount of data taking in 2009+2010 will be 
~6.1 x 10^6 seconds (cf 2 x 10^7 anticipated in original planning)
Experiments now re-assessing their requirements

However, must ensure that there are sufficient resources to rapidly exploit p y p
the data

New requirements discussed on March 31
Agreement on April 7 of what is to be presented to RRB at end of April
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Resources ...Resources ...

New benchmark agreed
kSI2K HEP-SPEC06 (based on SPEC06 c++ - mix of FP and Int
tests)
Shown to scale well for LHC experimentsp
Simple conversion factor
Sites will benchmark existing capacity; vendors must run this benchmark 
suite (simple to run)suite (simple to run)
Process underway to convert requirements/pledges, and accounting

Automated gathering of installed capacity 
Process agreed between all parties – will be put in place to allow better 
understanding of available capacity; changes in information system will 
also improve normalisation between sites
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Validating the data...Validating the data...
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CCRC’09 (revisited...)CCRC 09 (revisited...)

Originally a large combined test series did not fit with experiments’ 
i h d lown testing schedules

But,
Tier 1s are concerned that we have not seen several/all experimentsTier 1s are concerned that we have not seen several/all experiments 
together testing tape recall/reprocessing at nominal rates, (and now 
we know we will need to do this while writing raw data to tape)
All are concerned that we have not seen large scale tests of analysisAll are concerned that we have not seen large scale tests of analysis

LHCC mini-review conclusion:
“Recommend that there is a CCRC’09 in some form:”

At least CMS+ATLAS – but preferably with all 4 experiments
T ti i t Ti 1 ( ll f t ) dTesting reprocessing at Tier 1s (recall from tape) and 
massive/chaotic user analysis
Need metrics with which to evaluate this
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We urgently need to agree how this is done



WLCG timeline 2009-2010WLCG timeline 2009 2010

2009 20 0 20

EGEE-III ends EGI ... ???

2009 2010 2011

Jan Feb Mar Apr May Jun Jul Aug Sep Oct Nov Dec Jan Feb Mar Apr May Jun Jul Aug Sep Oct Nov Dec Jan Feb

SU PP running HI?

CCRC’09
Tests to be 
scheduled

2009 Capacity 2010 Capacity p y
commissioned

p y
commissioned

Switch to SL5/64bit 
completed?

Deployment of glexec/SCAS; 
CREAM; SRM upgrades; SL5 WN
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Planning for 2010 (end of EGEE)Planning for 2010 (end of EGEE)
A final draft of the EGI blueprint has been produced (January)
Process will be discussed in the Overview Board next weekProcess will be discussed in the Overview Board next week

Document how the countries (Tier 1 + Tier 2) will provide the services and 
support needed for WLCG

Either as part of their NGIEither as part of their NGI
Specific contribution 
Must be no break in service at the end of EGEE-III

EGEE-III have transition planning 
The Tier 0 is probably in a reasonable position – current planning does not 
rely on external funding; but the capability will be strictly limited to core y g p y y
WLCG Tier 0/CAF tasks

The location of the EGI.org is being studied now – bids have been 
received

Decision 1st week of March at EGEE User Forum ?
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Still not clear how many NGIs will really exist in 2010 to support this 



Pending issues for 2009Pending issues for 2009

Plan to have visits of Tier 1 sites – to understand service issues
MSS 
Databases – seems to be often a source of problems
Share and spread knowledge of running reliable servicesShare and spread knowledge of running reliable services

SRM performance
Need good testing of Tier 1 tape recall/reprocessing, together with Tier 1 
t iti f l i t t thtape writing – for several experiments together

Encapsulated tests?
Clear need for storage “reassessment” (tbd...) from yesterday’s 
discussion

Data access with many users for analysis – need to see experiment 
testing of analysisg y

Transition plan for 2010 – to cover services today provided by EGEE
M b h l b i b bl i b d d
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May be short or long term – but is probably going to be needed



SummarySummary
CCRC’08 was successful

Almost all experiments’ and service targets were achieved
Exception: user analysis with 100’s of users; T1 reprocessing at full scale

Service has continued to be used at significant levelsg
Main focus is on improving service reliability – especially storage 
systems

Important that resource ramp-up for 2009/10 continues:Important that resource ramp up for 2009/10 continues: 
Delay allows for more effective purchases in some cases
Resource procurements/installations were significantly delayed in 2008
Must be ready for the accelerator start-up, even if resources are today 
not saturated

Planning for future – Tier 0/CAF and European Grid infrastructure –
ongoing 
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Other topicsOther topics

Building the WLCG community –
Common projects? Esp. of interest to Tier 2s

DPM, Nagios+tests/probes
Future support for sites e g In Latin America when EGEE/other EUFuture support for sites e.g. In Latin America when EGEE/other EU 
projects end?
Training site managers on middleware, services, tools, best 
practices, etc(workshops, ???)practices, etc(workshops, ???)
...

Communications
How do Tier 2s get/stay informed?

Suggestions?

Ian.Bird@cern.ch 22


