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Stroke is the second leading cause of disability in Europe after 
ischaemic heart disease (IHD) and is the sixth leading cause worldwide 
(See Background Paper 6.6, Table 6.6.7). Women have a higher lifetime risk 
of stroke than men: about one in five women (20% to 21%) and one in six 
men (14% to 17%) will suffer a stroke in their lifetime, according to a 
2006 study.5,6 The prevalence of stroke events is expected to increase 
across the globe as the global population aged over 65 increases.7,8 The 
number of stroke events in Europe is projected to rise from 1.1 million in 
2000 to 1.5 million per year by 2025, largely due to the ageing population.9 

In the EU27 countries, the annual economic cost of stroke is an estimated 
€27 billion: €18.5 billion (68.5%) for direct costs and €8.5 billion (31.5%) for 
indirect costs. An additional €11.1 billion is calculated for the value of 
informal care.10 

http://www.who.int/medicines/areas/priority_medicines/Ch6_6Stroke.pdf

http://www.who.int/medicines/areas/priority_medicines/Ch6_6Stroke.pdf
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‣ The brain is energetically efficient when compared to man-
made computing devices. 

‣ The brain is an expensive organ from our body’s perspective. 

‣ Most brain energy is spent on neural communication.
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Non-signalling energy use
in the developing rat brain

Elisabeth Engl1, Renaud Jolivet1,2, Catherine N Hall3

and David Attwell1

Abstract
Energy use in the brain constrains its information processing power, but only about half the brain’s energy consumption is
directly related to information processing. Evidence for which non-signalling processes consume the rest of the brain’s
energy has been scarce. For the first time, we investigated the energy use of the brain’s main non-signalling tasks with a
single method. After blocking each non-signalling process, we measured oxygen level changes in juvenile rat brain slices
with an oxygen-sensing microelectrode and calculated changes in oxygen consumption throughout the slice using a
modified diffusion equation. We found that the turnover of the actin and microtubule cytoskeleton, followed by lipid
synthesis, are significant energy drains, contributing 25%, 22% and 18%, respectively, to the rate of oxygen consumption.
In contrast, protein synthesis is energetically inexpensive. We assess how these estimates of energy expenditure relate to
brain energy use in vivo, and how they might differ in the mature brain.
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ATP, brain development, brain slice, energy metabolism, lipids
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Introduction

Energy availability limits information processing in the
brain,1–3 which consumes energy disproportionately in
relation to its fraction of total body mass.4,5 The brain’s
most salient feature is neuronal communication, and
the energetic cost of the different cellular processes
underlying signalling has been well described.1–3,6–11

Most energy use is on the removal of sodium ions that
enter neurons to generate synaptic and action poten-
tials.1,6,11 However, inhibiting the sodium–potassium
ATPase, without which signalling activity ceases, has
shown that around 45% of the brain’s baseline energy
use in vivo is consumed on non-signalling processes,12

which is considerably more than is estimated or assumed
in many models of brain energy use.1,11,13,14 Surprisingly,
it is largely unknown which non-signalling processes con-
sume the rest of the brain’s energy.

Often called ‘housekeeping’ processes, the many
tasks that the brain performs in addition to signalling
provide the scaffold on which signalling, plasticity and
the encoding of memory can occur. The actin cytoskel-
eton regulates the morphology of the mature neuron, as
well as its growth in development,15–18 and modulates

synaptic function.19,20 To do this, the actin cytoskeleton
treadmills continuously, by adding G-actin monomers
to one end of strands of F-actin and releasing them
at the other end.21 Along the F-actin polymer,
ATP bound to G-actin gets hydrolysed to ADP.22

Bernstein and Bamburg23 claimed that actin cycling
accounted for half of all energy use in neuronal cultures
but, as their experimental method suppresses neuronal
glutamate release, this fraction is likely to be overesti-
mated.24 Conversely, modelling of actin and micro-
tubule turnover suggested that less than 1% of total
brain energy use was spent on actin treadmilling, and
even less on microtubule turnover.24 Experimental data
on the energetic cost of microtubule turnover are
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The Expensive-Tissue 
Hypothesis 
The Brain and the Digestive 
System in Human and Primate 
Evolution' 

by Leslie C. Aiello and 
Peter Wheeler 

Brain tissue is metabolically expensive, but there is no signifi- 
cant correlation between relative basal metabolic rate and rela- 
tive brain size in humans and other encephalized mammals. The 
expensive-tissue hypothesis suggests that the metabolic require- 
ments of relatively large brains are offset by a corresponding 
reduction of the gut. The splanchnic organs (liver and gastro- 
intestinal tract) are as metabolically expensive as brains, and the 
gut is the only one of the metabolically expensive organs in the 
human body that is markedly small in relation to body size. Gut 
size is highly correlated with diet, and relatively small guts 
are compatible only with high-quality, easy-to-digest food. The 
often-cited relationship between diet and relative brain size is 
more properly viewed as a relationship between relative brain 
size and relative gut size, the latter being determined by dietary 
quality. No matter what is selecting for relatively large brains in 
humans and other primates, they cannot be achieved without a 
shift to a high-quality diet unless there is a rise in the metabolic 
rate. Therefore the incorporation of increasingly greater amounts 
of animal products into the diet was essential in the evolution of 
the large human brain. 

LESLIE C. AIELLO iS Reader in Physical Anthropology at Univer- 
sity College London (Gower St., London WCiE 6BT, England). 
Born in I946, she was educated at the University of California, 
Los Angeles (B.A., i967; M.A., I970) and the University of Lon- 
don (Ph.D., i98i). Her research interests center on the evolution 
of human adaptation; she is currently collaborating with Bernard 

Wood on the analysis of the postcranial fossils from Olduvai 
Gorge. She has published (with M. C. Dean) An Introduction to 
Human Evolutionary Anatomy (London: Academic Press, i990), 
"Allometry and the Analysis of Size and Shape in Human Evolu- 
tion" (Journal of Human Evolution 22:I27-47), "The Fossil Evi- 
dence for Modem Human Origins in Africa: A Revised View" 
(American Anthropologist 95:73-96), (with R. I. M. Dunbar) 
"Neocortex Size, Group Size, and the Evolution of Language" 
(CURRENT ANTHROPOLOGY 34:I84-93), and (with B. A. Wood) 
"Cranial Variables as Predictors of Hominine Body Mass" (Ameri- 
can Journal of Physical Anthropology, in press). 

PETER WHEELER is Director of Biological and Earth Sciences, 
Liverpool John Moores University. He was born in i956 and edu- 
cated at the University of Durham. His research focuses on physi- 
ological influences on human evolution and thermobiology. 
Among his publications are "The Influence of Bipedalism on the 
Energy and Water Budgets of Early Hominids" (Journal of 
Human Evolution 2I:I07-I5), "The Influence of the Loss of 
Functional Body Hair on the Energy and Water Budgets of Early 
Hominids" (Journal of Human Evolution 23:379-88), "The Ther- 
moregulatory Advantages of Large Body Size for Hominids Forag- 
ing in Savannah Environments" (Journal of Human Evolution 23: 
35i-62), and "The Influence of Stature and Body Form on 
Hominid Energy and Water Budgets: A Comparison of Australo- 
pithecus and Early Homo Physiques" (Journal of Human Evolu- 
tion 24:I3-28). 

The present paper was sumitted in final form i5 VI 94. 

Much of the work that has been done on encephalization 
in humans and other primates has been oriented toward 
why questions-why different primate taxa have differ- 
ent relative brain sizes or why the human line has un- 
dergone such a phenomenal increase in brain size during 
the past 2 million years. Hypotheses that have been put 
forward to answer these questions primarily invoke 
socio-ecological factors such as group size (Aiello and 
Dunbar I993), social (or Machiavellian) intelligence 
(Byrne and Whiten I988), or complexity of foraging strat- 
egy (Milton I979, Parker and Gibson I979, Clutton- 
Brock and Harvey I980, Gibson I986, MacNab and Eisen- 
berg I989). These questions and their answers are un- 
doubtedly important for an understanding of encephali- 
zation, but there are other issues that must be taken into 
consideration. Brains are metabolically very expensive 
organs, and large brains have specific chemical and ther- 
moregulatory requirements (Wheeler I984, Falk I990). 
One of the most interesting questions is how encepha- 
lized primates, and particularly humans, can afford such 
large brains (Martin I983, Foley and Lee I99I). 

Relatively few studies have been oriented toward this 
question of cost. Those that have suggest a relationship 
between dietary quality and relative brain size, mediated 
either through the brain's chemical requirements and 
specifically long-chain fatty acids (Crawford i992) or 
through basal metabolic rate (BMR), reflecting the en- 
ergy needed for brain growth and maintenance (Martin 
I98I,I 983; Armstrong i982, i983, i985a, b, I990; Hof- 
man I983). Through the analysis of the metabolic re- 
quirements of various organs in the body, we suggest 
the "expensive-tissue hypothesis" to explain how en- 
cephalized primates can have relatively large brains 
without correspondingly high basal metabolic rates. 

i. We thank David Chivers and Ann MacLarnon for supplying un- 
published gut weights and for drawing our attention to inaccuracies 
in the published primate gut weights in Chivers and Hladik (i980: 
table 6). We are grateful to the following people for reading earlier 
versions of this manuscript and/or discussing with us the ideas 
presented in it: Peter Andrews, Robert Barton, Robin Dunbar, Rob 
Foley, Maciej Henneberg, Katherine Homewood, Harry Jerison, 
Cathy Key, Ruth Mace, Katherine Milton, Sara Randall, Margaret 
Schoeninger, Francis Thackeray, Alan Walker, and Bernard Wood. 
We thank John Fleagle for making us aware that Sir Arthur Keith 
had pointed out the inverse relationship between brain size and 
stomach size in primates in I89I (Keith i89i) and had lamented 
the fact that the findings in this obscure paper had gone, to his 
knowledge, entirely uncited (Keith i950). An oral version of this 
paper was presented at the I993 Paleoanthropology society meet- 
ings in Toronto, Canada. 

I99 
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Energetics and the evolution of human brain size
Ana Navarrete1, Carel P. van Schaik1 & Karin Isler1

The human brain stands out among mammals by being unusually
large. The expensive-tissue hypothesis1 explains its evolution by
proposing a trade-off between the size of the brain and that of
the digestive tract, which is smaller than expected for a primate
of our body size. Although this hypothesis is widely accepted,
empirical support so far has been equivocal. Here we test it in a
sample of 100 mammalian species, including 23 primates, by
analysing brain size and organ mass data. We found that, control-
ling for fat-free body mass, brain size is not negatively correlated
with the mass of the digestive tract or any other expensive organ,
thus refuting the expensive-tissue hypothesis. Nonetheless, consist-
ent with the existence of energy trade-offs with brain size, we find
that the size of brains and adipose depots are negatively correlated
in mammals, indicating that encephalization and fat storage are
compensatory strategies to buffer against starvation. However,
these two strategies can be combined if fat storage does not unduly
hamper locomotor efficiency. We propose that human encephaliza-
tion was made possible by a combination of stabilization of energy
inputs and a redirection of energy from locomotion, growth and
reproduction.

Brains are energetically expensive2. The human brain is about three
times larger than that of our closest living relative, the chimpanzee, and
thus requires much more energy. However, relative whole-body
energy consumption rates of individuals at rest are about equal in
the two species3, which raises the question of how humans manage
to cover the energetic requirements of their much enlarged brains. One
of the best-known attempts to solve this central riddle of human
evolution is the expensive-tissue hypothesis, proposed by Aiello and
Wheeler in 19951. It postulates an evolutionary trade-off (although
obviously not an immediate physiological one) between the size of
the brain and that of the digestive tract in anthropoid primates.
Thus, if other processes have reduced a species’ energetic needs of
digestion, it should be able to evolve a relatively larger brain. It has
therefore been suggested that early hominins evolved larger brains as a
dietary shift towards more meat1, cooked food and underground
tubers4 gradually allowed for a smaller digestive tract.

The proposed trade-off would gain plausibility as a general principle
if it were confirmed in other mammals. As stressed by Aiello et al.5,
empirical support for a negative correlation across anthropoid primate
species was weak from the beginning (see Supplementary Information,
section 1 for a re-analysis), and subsequent comparative studies in
other taxa remained ambiguous, with positive support in fish6, but
not in bats or birds7,8. Yet, this highly intuitive idea has found broad
acceptance in palaeoanthropology9 and many other fields10–12, and is
fuelling public discussions about the optimal human diet. Thus, a
proper empirical test of the expensive-tissue hypothesis across a broad
array of taxa is urgently needed, but has not been conducted—until
now—owing to a lack of morphological data, nor has there been an
examination of the broader trade-offs among other expensive organs
predicted by an extension of this hypothesis7.

Here we examine the presence of correlated evolution between the
size of various visceral organs (heart, lungs, stomach, intestines, kidneys,
spleen and liver) and that of the brain in a new sample of 100
mammalian species, including 23 primate species (see Supplementary

Data). In this analysis, it is crucial to control for body size, but the usual
measure taken for this, body mass, is highly affected by variation in the
size of adipose depots. This variation may confound or even reverse the
direction of correlations among organs (Supplementary Fig. 2 and
Supplementary Table 4b). Here, we therefore used fat-free body mass
as the best proxy for body size.

Contrary to the predictions of the expensive-tissue hypothesis, we
found no negative correlations between the relative size of the brain
and the digestive tract, other expensive organs or their combined sum
among mammals or within non-human primates, controlling for fat-
free body mass, even though statistical power was sufficient to detect
these negative correlations if they existed (see Table 1). We also did not
find any trade-offs among other expensive organs (Fig. 1). These
results therefore refute the expensive-tissue hypothesis as a general
principle to explain the interspecific variation of relative brain size
in mammals. In our view, this finding reduces the plausibility of the
argument that human encephalization was made possible by a reduc-
tion of the digestive tract1,5.

Energy trade-offs with other tissues that are less expensive but very
abundant7 may nonetheless explain part of brain size variation. For
instance, adipose depots make up an appreciable proportion of
body mass in some mammals13. Although not metabolically expensive,
adipose tissue has an energetic cost because it has to be carried around
and may increase predation-induced mortality (see Supplementary
Information 3.7). Fat stores enable animals to cope with periods of
reduced food intake and thus act as a physiological buffer against
starvation. On the other hand, relatively large brains have also been
proposed to act as cognitive buffers against starvation14,15. It is
therefore possible that encephalization and fat storage are com-
plementary strategies to buffer against starvation. In our sample of
mammals, there is indeed a negative correlation between brain size
and the size of fat stores, controlling for fat-free body mass (Table 1
and Supplementary Information 3.1), with the exception of primates
(but see Supplementary Information 3.6). This negative relationship
becomes stronger if potential error variation is removed, for instance
by analysing only wild-caught females (Fig. 2 and Supplementary
Information 3.4). The strongest trade-off between fat storage and brain
size evolution is expected in taxa that exhibit a high cost of transport
for increased whole body mass, such as climbing or flying mammals

1Anthropological Institute and Museum, University of Zurich, Winterthurerstrasse 190, 8057 Zurich, Switzerland.

Table 1 | Regressions of brain volume on other organ masses
Mammals (N 5 100) Primates (N 5 23)

Organ b P value b P value

Heart 0.15 0.13 0.65 0.007
Lungs 20.03 0.73 0.44 0.07
Kidneys 0.01 0.92 0.34 0.08
Liver 20.02 0.84 0.20 0.30
Digestive tract 0.16 0.06 0.48 0.005

Stomach 0.15 0.042 0.17 0.19
Intestines 0.11 0.15 0.41 0.008

Spleen 20.02 0.60 0.15 0.13
Visceral organs 0.05 0.64 0.50 0.029
Adipose depots 20.07 0.017 20.01 0.92

Data were controlled for fat-free body mass. Statistical details and the results of the N 5 45 species
subsample are listed in Supplementary Information 3.1.
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‣ Neurons in the rat visual pathway trade information for energy 
savings.

‣ How is this mechanism affected by the rest of the local 
circuit?

‣ Is this a generic design principle in the brain?

‣ How does it arise?

‣ Can it be applied outside of the brain?



‣ Neuroenergetics 

‣ Energy as a constraint on brain function 

‣ Energy as a signal for the brain’s immune system 

‣ CERN as a model for the neurosciences

Outline







Microglia are the brain’s resident immune cells

the one observed early in development. 9) These cells
have the capacity to migrate, proliferate and phagocy-
tose.

All these statements are perfectly valid today and
could appear in a modern textbook of neuroscience with-
out the smallest change. Del Rio-Hortega had based his
postulates on studies published in a series of articles
between 1919 and 1927 (202–207, 209, 210) in which he
used a modified silver carbonate impregnation to label the
microglial cells. The technique was tedious, varied in
efficiency between species, but when working yielded
excellent images of these cells.

Del Rio-Hortega called the newly discovered cell
class microglia and the individual cell “microgliocyte.” In
some of the contemporary publications, these cells were

even referred to as “Hortega cells” (583). In the first two
glial books published after the second world war, these
cells were already termed microglia cells (324, 992), the
name which (being slightly modified to microglial cells)
has remained in the present day.

The concept of neuroglia was introduced by Rudolf
Virchow (963, 964; for historical overview, see also Refs.
443, 956), and his first drawings of glia do not resemble
the modern image of an astrocyte or an oligodendrocyte,
but look rather similar to an activated microglial cell. It is
therefore unclear what Virchow has depicted. At that time
and for the next 50 years or so, different types of glial
cells were not well defined despite the introduction of the
term astrocyte in 1891 (516, 517). Nonetheless, patholo-
gists had noted the appearance of morphologically dis-

FIG. 1. Microglial cells discovered by Pio del Rio-Hortega. A: Pio del Rio-Hortega (1882–1945). B: images of ramified microglial cells drawn by
Hortega. [From del Rio-Hortega (202).] C: evolution of microglia during its phagocytic activity. A, cell with thick, rough prolongations; B, cells with
short prolongations and enlarged cell body; C, hypertrophic cell with pseudopodia; D and E, amoeboid and pseudopodic forms; F, cell with
phagocytosed leukocyte; G, cell with numerous phagocytosed erythrocytes; H, fat-granule cell; I, cell in mitotic division. [Photomicrographs from
del Rio-Hortega (208).]
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term astrocyte in 1891 (516, 517). Nonetheless, patholo-
gists had noted the appearance of morphologically dis-

FIG. 1. Microglial cells discovered by Pio del Rio-Hortega. A: Pio del Rio-Hortega (1882–1945). B: images of ramified microglial cells drawn by
Hortega. [From del Rio-Hortega (202).] C: evolution of microglia during its phagocytic activity. A, cell with thick, rough prolongations; B, cells with
short prolongations and enlarged cell body; C, hypertrophic cell with pseudopodia; D and E, amoeboid and pseudopodic forms; F, cell with
phagocytosed leukocyte; G, cell with numerous phagocytosed erythrocytes; H, fat-granule cell; I, cell in mitotic division. [Photomicrographs from
del Rio-Hortega (208).]
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FIGURE 12 | Electron microscopy and number of synapses per neuron. Left, 
Electron micrographs illustrating the neuropil of layer IIIa in the human temporal 
cortex, and of layer III of the mouse barrel cortex. Note the higher density of 
synapses (some of them indicated by arrows) in the mouse cortex. Scale 

bar = 0.5 µm. Right, Number of synapses per neuron in the human, rat, and mouse. 
The values obtained in layers II, IIIa, and IIIb of human, and layers Va and Vb of rat 
were recalculated according to the relative thickness of these layers to estimate the 
representative values of layers II–III and V, respectively. From DeFelipe et al. (2002).

FIGURE 13 | Cortical microanatomical variations between humans, rats, 
and mice. Comparison of the thickness of layers, number of neurons and of 
the synaptic profiles within cubes of cortical tissue (50 µm wide by 50 µm 
thick) from the pial surface to the white matter in the human (anterolateral 

temporal cortex; T2–T3), rat (hindlimb area of the somatosensory cortex), and 
mouse (barrel cortex). L, cross-sectional length of synaptic junctions; AS, 
asymmetric synapses; SS, symmetric synapses. Values taken from DeFelipe 
et al. (2002).
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‣ The energy currency of cells (ATP) plays a key role in 
coordinating the response of the brain’s immune cells to 
acute damage.

‣ We have identified one of the components of the machinery 
that controls the baseline immune surveillance of the brain.

‣ Immune surveillance of the brain might be compromised 
during surgeries using volatile anaesthetics and in ageing.



‣ Neuroenergetics 

‣ Energy as a constraint on brain function 

‣ Energy as a signal for the brain’s immune system 

‣ CERN as a model for the neurosciences

Outline
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