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Introduction

● Update on tracker data rates & occupancy using new detector layout in B=4T

– Geometry layout details
– Fluka fluence map (by M.I.Besana & F.Cerutti) & occupancy estimates
– Data addressing scheme & expected data rates

● Summary & Conclusions



FCC-hh general meeting (5th April 2017) 3

Geometry Layout Details

● Currently 2 official layouts being studied:

– Option3_v02: http://fcc-tklayout.web.cern.ch/fcc-tklayout 

→ Frozen geometry for full/fast simulations for Berlin, i.e. applied in Delphes & FCCSW 
→ Only urgent “patches” accepted 

Fixed collision with ECAL cryostat

http://fcc-tklayout.web.cern.ch/fcc-tklayout
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Geometry Layout Details

● Currently 2 official layouts being studied:

– Option3_v02: http://fcc-tklayout.web.cern.ch/fcc-tklayout 

→ Frozen geometry for full/fast simulations for Berlin, i.e. applied in Delphes & FCCSW 
→ Only urgent “patches” accepted

– Option3_v03 → currently being studied:

→ Optimized module sizes with respect to pitch (to have 2n read-out channels & realistic modules)
→ Optimized layout in terms of low occupancy & optimal pattern recognition
→ Optimized channels for services etc.
→ Design of tilted layout ongoing (non-tilted finished) 
→ Still missing optimization of wedge-shaped module sizes
→ Still missing more realistic supports & services materials
→ All data rates results are based on this version
 

http://fcc-tklayout.web.cern.ch/fcc-tklayout
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Geometry Layout: Option3_v03

→ Layout based on ongoing studies
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Inner Tracker (Budget): Surface & #Channels

● Inner detector:
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Outer Tracker (Budget): Surface & #Channels

● Outer detector:
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iFWD Tracker (Budget): Surface & #Channels

● Intermediate Forward detector:
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FWD Tracker (Budget): Surface & #Channels

● Forward detector:
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Fluka Fluence Map & Hit Rates

● A cookbook “recipe”:

– Use Fluka simulated fluence of charged particles per pp collision [cm-2] scaled by 1000 pile-ups

– Scan tracker module by module → find max/avg fluence
– Calculate occupancy & hit rates (@ 2 scenarios):

→ Non-triggered data @ f = 40MHz
→ Triggered data @ f ~ 1MHz (~ given by hardware limits, e.g. FPGA)

– Comment: Fluence data shared @ CERNBox common FCC-hh Tracker workspace:
→ Subscribe to: cernbox-project-fcc-hh-readers & download from: https://cernbox.cern.ch → DataDir

ECAL

https://e-groups.cern.ch/e-groups/Egroup.do?egroupId=10244119
https://cernbox.cern.ch/
https://cernbox.cern.ch/index.php/apps/files/?dir=/%20%20project%20fcc-hh/data/Detector/Tracker
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Definition: Data Bandwidth & Data Rates

● 2 options of data addressing:

1) Sparsified data:

 → address each channel: nBits = log
2
(nRows) + log

2
(nColumns)

 → add data block for cluster-width: assuming avg cluster-size ~3 → 2bits
 → add data block for pulse-height: 0bits (binary read-out) or 4-8bits (analog read-out)

2) Unsparsified data:

→ address tho whole matrix: nBits = 1bit/channel x nRows x nColumns (x 4-8bits for analog) 
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Inner BRL: Occupancy & Data Rates

→ Module maximum occupancy [%]
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Inner BRL: Occupancy & Data Rates

→ Hit-rate/collision/module @pile-up
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Inner BRL: Occupancy & Data Rates

→ #bits per module to address data
→ Mod bandwidth (sparsified, binary)
→ Mod bandwidth (unsparsified, bin.)
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Inner BRL: Occupancy & Data Rates

→ Layer data rate (40MHz)
→ Layer data rate (1MHz, trigger)

→ Data rate per cm2 (40MHz)
→ Data rate per cm2 (1MHz, trigger)

Challenge: 6.3 Gb/s/cm2
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Inner Endcap: Occupancy & Data Rates

Challenge: 1.6 Gb/s/cm2
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Outer Barrel: Occupancy & Data Rates
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Outer Endcap: Occupancy & Data Rates

Challenge: 1.8 Gb/s/cm2
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iFWD: Occupancy & Data Rates

Challenge: 1.5 Gb/s/cm2
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FWD: Occupancy & Data Rates

Challenge: 1.2 Gb/s/cm2
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Summary & Outlook

● Geometry layouts:

– Option3_v02: Macro-pixels need to be extended up-to 900mm → change resol. for R=600-900mm
→ no effect on geometry layout, negligible effect on parametric sim., effect on pattern-reco (full sim.) 

– Option3_v03 (NEW): optimized mainly by pattern-reco performance
→ Non-tilted design finished, tilted design ongoing ...
→ Expected tracker surface: 9.7m2 (pixels), 133m2 (macro-pixels), 287.7m2 (strips)
→ Expected number of channels: 5460.9M (pixels), 9966.4M (macro-pixels), 489.4M (strips)
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Summary & Outlook

● Geometry layouts:

– Option3_v02: Macro-pixels need to be extended up-to 900mm → change resol. for R=600-900mm
→ no effect on geometry layout, negligible effect on parametric sim., effect on pattern-reco (full sim.) 

– Option3_v03 (NEW): optimized mainly by pattern-reco performance
→ Non-tilted design finished, tilted design ongoing ...
→ Expected tracker surface: 9.7m2 (pixels), 133m2 (macro-pixels), 287.7m2 (strips)
→ Expected number of channels: 5460.9M (pixels), 9966.4M (macro-pixels), 489.4M (strips)

● Data rates:

– Estimated data rates for 2 scenarios: 40MHz (untriggered) & ~1MHz (triggered)

→ Expected total data rates: 764 TB/s (untriggered), 19 TB/s (triggered)

– Even triggered (1MHz) first 2 layers in the inner barrel region and the first 3 “ring-layers” in 
the end-cap with data flows >> 10Gb/s per module

→ 1st (2nd) layer in inner barrel: 6.3 (1.5) Gb/s/cm2

→ 1st (2nd) ring-layer in inner end-cap: 1.8 (0.5) Gb/s/cm2

→ “out of scale” for the current technology → need for trigger & special technology!
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