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Introduction

In openstack environment load balancing can take
place either by agent or octavia.

LBaaS has two implementations available: vl and v2.

LBaaS v1 has a limitation of one port per load balancer.
Whereas LBaaS v2 allows multiple ports (called
listeners) per load balancer.

LBaaS v1 was deprecated during the Liberty release.
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The Project Challenge

> Ease the deployment of Load Balancer
services, offering a web dashboard and a
set of well defined APIs.
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Octavia

Octaviais a service-vm based LBaaS implementation
which uses haproxy on Nova.

Deploy Load balancer in virtual Machine.

The component of octavia that does load balancing is
known as Amphora.

The component of octavia that provides command and
control of the Amphora is the octavia controller.
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CERN Proposed Solution Advantages

> Improved scalability and ease of use of the Load Balancer
solution at CERN.

> Cost saving by reducing the total number of HAProxy
Instances (shared between projects).

> Improved usability as the load balancers can be managed
via the OpenStack Horizon dashboard or via APIs.
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The Project Impact

> Additional option to the existing DNS based load balancing
at CERN, reusing existing authentication, authorization and
the rest of the infrastructure.

> Reduction of the number of resources to provide High
Availability as the existing haproxy services used by several
projects get replaced with a centralized solution.
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Current Status

CERN openlab

> The service has been initially tested In
a development environment mimicking
the CERN infrastructure, and is now
deployed along the rest of the CERN
OpenStack cloud, ready to be tested In
a beta phase.
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Suggestions & Future Work

> Further integration with the existing DNS load balancing solution.

DMNS Load Balancing

AN

Amphora 1 Amphora 2

- N

VM 1
VM 2
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Container Network Overlay VM’

|23 petails | Snapshots

= General

Name: Test1
Operating System: Ubuntu (64-bit)

= preview

@ system

Base Memory: 2048 MB

Boot Order:  Floppy, Optical, Hard Disk

Acceleration:  VT-x/AMD-V, Nested Paging, KVM Paravirtualization

= pisplay

Video Memory: 12 MB
Remote Desktop Server: Disabled
video Capture: Disabled
Storage

controller: IDE
IDE Secondary Master: [Optical Drive] Empty

controller: SATA
SATA Port O

8 Audio

Host Drive
controller:

Normal, 30.00 GB)

Pulseaudio
ICH ACS7

&P MNetwork
Adapter 1: Intel PRO/1000 MT Desktop (NAT)

& use

USB Controller: OHCI
Device Filters: 0 (0 active)

=l shared folders

None

& Description

None
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In Magnum

Driver Kubernetes Swarm

Flannel supported supported unsupported

unsupported  supported supported
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In General
Features Flannel Weave Docker Overlay Network | Calico
Network VXLAN or UDP | VXLAN or UDP | VXLAN Pure
Model Channel Channel Layer-3

Solution
Name Service | No Yes Yes No
Distributed Yes No No Yes
Storage
Requirements
Encryption TLS NaCl Library | Yes No
Channel
Container No Yes, Yes, not configurable No
Subnet configurable | after start
Restriction after start
Multicast No Yes No No
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