Integration of Docker
containers in CERN Batch

system

Nawel Medjkoune
Supervisor: Ben Dylan Jones

CERN OpenlLab - 2016



1 Whatis Batch ?




1 Whatis Batch ?

2 Whatis Docker ?




1 Whatis Batch ?
2 Whatis Docker ?
3 Why Docker on Batch ?



1 What is Batch ?

2 Whatis Docker ?

3 Why Docker on Batch ?
4 How to make it work ?



1 What is Batch ?

2 Whatis Docker ?

3 Why Docker on Batch ?
4 How to make it work ?

5 Future ?



("Grid" queues)

grid_atlas — |

grid_*cms —-""'"H

¢ =
grid_‘alice — | Public Batch Nodes

: (50, 000 cores)
grid_*lhch """’

AN,

test, 1nh, 2nh, 8nh,1nd, 2nd, :

{"public” queues)




("Grid" queues)

grid_atlas — |

© grid_‘ems --"'"'

grid_alice — |

grid_"lhch "ff

] 2

{"public” queues)

test, 1nh, 2nh, 8nh,1nd, 2nd, :



("Grid" queues)

grid_atlas — |

grid_*cms —-""'"H

¢ =
grid_‘alice — | Public Batch Nodes

: (50, 000 cores)
grid_*lhch """’

AN,

test, 1nh, 2nh, 8nh,1nd, 2nd, :

{"public” queues)




("Grid" queues)

grid_atlas — |

grid_*cms —-""'"H
' P ==
grid_‘alice — | Public Batch Nodes
: (50, 000 cores)

grid_*Ihcb """’

AN,

test, 1nh, 2nh, 8nh,1nd, 2nd, :

{"public” queues)




I-I'I'Condur

N

grid_*cms -""'"H
grid_"alice — |
grid_"lhch "ff

("Grid" queues)

grid_atlas — |

—

|

| —

Public Batch Nodes
(50, 000 cores)

] 2
T 7 7

test, 1nh, 2nh, 8nh,1nd, 2nd, :

{"public” queues)




("Grid" queues)

grid_"atlas """'
i Vanilla
Standard
Parallel
Grid

VM

grid_*cms —-"‘""'F'

d : : L=
! . grid_talice — | Public Batch Nodes
P : f— (50, 000 cores)

.. : ..,"_". .::_:.?...'l ._-_.:‘_-;- :- -’JL_.’-
= = e ] e

HTConad%r

High Throvghput Computing

AN,

test, 1nh, 2nh, 8nh,ind, 2nd, |

{"public” queues)




LXC (Linux containers): Kernel features: namespaces , cgroups, Root file
system, NATed network ....




Container
with app A

Host kernel __—

LXC (Linux containers): Kernel features: namespaces , cgroups, Root file
system, NATed network ....




App B

Bins/Libs
App B

Guest OS

Bins/Libs

Hypervisor

Docker Engine

Host OS

Server







1. Users asking for docker




1. Users asking for docker

2. No bad guys




1. Users asking for docker
2. No bad guys

3. Flexibility for users




1. Users asking for docker

("Grid" queues)

2. No bad guys -

3. Flexibility for users o v |

/..
4. Easier life for sysadmins iR




1. Users asking for docker

("Grid" queues)

2. No bad guys =

3. Flexibility for users | st

AN,

4. Easier life for sysadmins iR

5. Heterogenous worker nodes







Contribution

("Grid" queues)
grid =% |

grid_"alice fﬁ c 0 n d or
" Docker Universe

........................ t‘ﬂﬂﬂ
L. L

©test, 1nh, 2nh, 8nh,1nd, 2nd, |

{"public” queues)




Contribution * Depovinocer R

("Grid" queues) openstack”

. grid_‘atlas "“"'H

grid_*cmsw"":;f
- grid_"alice |

=

] 2

© test, 1nh, 2nh, 8nh,1nd, 2nd, |

——

{"public” queues)




Contribution * Deploying CCT n

("Grid" queues) openstack”
sy [ e Installing docker on
grid_"atlas -'”"' nodes

grid_*cmsr-*’";"# . .
= e Configuring docker
;e for condor
' —

S E - ﬂ 2 3 puppet

© test, 1nh, 2nh, 8nh,1nd, 2nd, |

——

{"public” queues)




Contribution * Depovinocer R

("Grid" queues) openstack”
:_ S ) g— e Installing docker on
: grid_"atlas ___,,__-: nodes
grid_*cms-*"";-f
= e Configuring docker
e for condor
1=
arid_*lhcb ""’H

e puppet
l‘zﬂ/ﬂ/ﬂ 3 e Mount CVMFS

test, 1nh, 2nh, Bnh,1nd, 2nd,
: ("public” queues) e Adding Cern docker

R i B ; regIStry

s




Contribution

("Grid" gueues)

okl =

tast, 1nh, E
rpunl DoOCker job |
| SUbMIt file




Contribution

("Grid" queues)

il

test, 1nh,
rpub Vanilla job
i SUbMIL file




Status / Future

1. QA (test infrastructure)

2. SLC6 docker image for
hatch

3. Cases to use docker route

4. Heterogeneous OS release
in batch
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