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Outline

• Spanish Cloud
– Spanish Resources

• PIC-Tier1 (Report thanks to X. Espinal)
– ATLAS Services
– Data transfers
– Reprocessing
– User Analysis

• UAM-Universidad Autónoma de Madrid (Report thanks to  J. Pardo & P. Fernández)
– Computing: Faire share, cpu load
– Storage and Bandwidth

• IFAE-Institut de Física d’Altes Energies, Barcelona (R eport thanks to J. Nadal)
– Computing
– MC production
– Difficulties
– Distributed Data Management

• IFIC- Institut de Física Corpuscular, València (Report thanks to J. Sánchez)
– Job processing
– Data Transfer

• STEP09: towards data taking
– Issues achieved and learned
– Status and plans
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Spanish-Iberian Cloud for ATLAS

IFIC

IFAE

UAM

SWE Cloud: 

Spain-Portugal

Tier1: 

PIC-Barcelona

Tier2’s:

UAM, IFAE & IFIC

LIP & Coimbra 

• Tier1 at PIC Barcelona
– Offers storage and processing 

resources for three LHC 
experiments: ATLAS, CMS and 
LHCb. 

– LHC experiments will store a 
copy of the collected data from 
the accelerator at CERN and 
dispatch a secondary copy to 
the Tier-1s centres in order to 
guarantee the conservation and 
integrity of the data.

– ~10% of the raw data from the 
LHC accelerator will be stored 
at PIC.

– Optical Private Network (OPN) 
Tier0 (CERN) ↔ Tier1’s.

– More than 9 PetaBytes in/out
PIC in 2008.  
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Spanish Resources

– Tier1 will provide the infrastructure for data re-processing , as the raw 
data stored will be reprocessed several times per year with new 
parameters, as calibration and alignment constants improve.

– Data Storage:
� Experiments do need large, reliable and scalable storage services .
� To server the data at the required speed in order to maximize the efficiency 

of the cluster.
� Multi-Gigabit Ethernet network architecture , specially designed to 

enhance high speed data movement between WAN (Tier0, Tier1s, 
Tier2s) and LAN (CPU farm) .

� dCache storage system .

September 09
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Spanish Resources

• ATLAS Spanish Federated Tier2

Ramp-up of Tier-2 Resources (after LHC rescheduling)  numbers are cumulative

Evolution of ALL ATLAS TEvolution of ALL ATLAS TEvolution of ALL ATLAS TEvolution of ALL ATLAS T----2 resources according to 2 resources according to 2 resources according to 2 resources according to 
the estimations made by ATLAS CB (Oct.06)the estimations made by ATLAS CB (Oct.06)the estimations made by ATLAS CB (Oct.06)the estimations made by ATLAS CB (Oct.06)

Strong increase of resources

41434165215Disk (TB)

43596338201
800

CPU (ksi2k)
(HEP-SPEC06)

TOTALIFICUAMIFAE

Spanish ATLAS TSpanish ATLAS TSpanish ATLAS TSpanish ATLAS T----2 assuming a contribution 2 assuming a contribution 2 assuming a contribution 2 assuming a contribution 
of a 5% to the whole effortof a 5% to the whole effortof a 5% to the whole effortof a 5% to the whole effort

Present resources of thePresent resources of thePresent resources of thePresent resources of the
Spanish ATLAS TSpanish ATLAS TSpanish ATLAS TSpanish ATLAS T----2  (August2  (August2  (August2  (August’’’’09)09)09)09)

Accounting values are normalized according to WLCG recommendations
Hardware is purchased. Working next 

week to get the pledged resources

•IFIC: Valencia (coordinator)

•IFAE: Barcelona
•UAM: Madrid

Year
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Spanish Resources

• Storage Element System

dCacheUAM

dCache/disk+SRM posixIFAE

Lustre+StoRMIFIC

SE (Disk Storage)

•A Tier needs a reliable and scalable storage system that can hold 
the users data, and serve it in an efficient way to  users.
•A first sketch of a Storage system matrix (evaluati on of different 
systems on going at CERN) :

•StoRM: Posix SRM v2

•Lustre: High performance standard 
file system
•Shares: 50% IFIC, 25% IFAE and 
25% UAM

Data (AOD) distribution and 
DDM FT continuously running 
from Tier1 to Tier2
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PIC-TIER1
(slides thanks to Xavier Espinal)

• ATLAS Services Status: LFC 

Step09 period



S. González de la Hoz; EGEE'09 - WLCG Operations, Se ptember 2009, Barcelona (Spain) 8

Enabling Grids for E-sciencE

EGEE-III INFSO-RI-222667

PIC-TIER1
(slides thanks to Xavier Espinal)

• ATLAS Services Status: pilot factories 
– Two pilot factories running at PIC VObox feeding our T1s and T2s

� MC Production (production role)
� User Analysis (pilot role)

– Increased pilot pressure to constantly fill all nodes doesn’t affect 
performance:

Step09 period

– Constantly queuing 30 pilots at 
all the sites during STEP09.

– Lowered to 15-20 during low 
pressure dates.
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PIC-TIER1
(slides thanks to Xavier Espinal)

• STEP09 Data Transfers Reached > 250 MB/s with excellent 
efficiencies (95% to 100%)
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PIC-TIER1
(slides thanks to Xavier Espinal)

• STEP09 reprocessing
– Main STEP target and dominant activity at the Tier-1s

� Read ALL files from tape and store outputs to tape

– Repro workflow fully steered by PanDA (pilots) and 
DDM

– Metric of success during 10 days:
� Reprocess at x5 data taking (assuming 40% LHC effc.)
� PIC (5%T1): complete 16 TB and 10k files

– Gold metric:
� Reprocess at x5 data taking (assuming 100% LHC eff.)

– PIC completed almost two full repro cycles: gold star

Objectives was to reprocess 
faster nominal data taking 
rate of 200Hz

� Baseline metric at 400 Hz 
(x2)

� Enhanced metric at 1000 
Hz (x5) 
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PIC-TIER1
(slides thanks to Xavier Espinal)

• User Analysis (WMS job submission and Pilot jobs)
– Stats was corrected for Upstream Panda Failure:

� Build job failing at sites were not accounted, includes:
• 32/64 bits compact issues
• Releases not/wrong installed
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UAM-Madrid
(slides thanks to Juan Jose Pardo)

• Computing: Faire share (FS)

Queue on CE

5th June
(Wrong FS)

8th June
(Right FS)
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UAM-Madrid
(slides thanks to Juan Jose Pardo)

• Computing: Faire share

Production

Analysis (Pilot based)

Analysis (WMS submission)
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UAM-Madrid
(slides thanks to Juan Jose Pardo)

• Computing: CPU Load

CE

WN

All WNs had a huge load 
but the CE worked 
without problems
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UAM-Madrid
(slides thanks to Pablo Fernández)

• Storage and Bandwidth: Previous transfers

25 TB from 22 nd to 25 th May 

PNFS load was high, 
causing some 
random SAM checks 
to fail (timeouts) 

During the test, MCDISK 
was increased barely 500 
GB on the fly

External bandwidth 
was very busy
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UAM-Madrid
(slides thanks to Pablo Fernández)

• Storage and Bandwidth: During Step09 test
gridftp dcap

During four days, the gridftp traffic was at 
the maximum bandwidth (dcap traffic doesn’t 
go through one single machine, gridftp does) .

Now, we have increased the number 
of gridftp doors.

Clear distinction between gridftp and dcap traffic
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IFAE-Barcelona
(slides thanks to Jordi Nadal)

• Computing

The share imposed in the IFAE’s pbs was being accompl ished.

Blue: role value for 
user analysis (25% 
analysis pilot 
based)
Red: WMS 
submission (25% 
analysis)
Green: Official MC 
production
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IFAE-Barcelona
(slides thanks to Jordi Nadal)

• MC production during STEP09:
– Good achievement in the efficiency 92.5%
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IFAE-Barcelona
(slides thanks to Jordi Nadal)

• Difficulties:

Issue with the faire share during the first days; 
Scheduler’s historical information should have 
been removed:

•The farm was mainly dominated by Panda jobs 
(in blue), queuing all others.
•Some error from the WMS jobs were found due 
to the time outs; This jobs were waiting for a 
long time

Some errors with some very 
“weird” jobs were experienced. 
They were not able to ran but 
just blocking the queues.  

But at the end IFAE got a pilot 
analysis efficiency around 90% and 
76% for the WMS jobs

WN Network
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IFAE-Barcelona
(slides thanks to Jordi Nadal)

• Distributed Data Management: 
– 20 TB were placed.

– Green lines shows the available 
space of the MCDKISK token

9th June more than 400 Mbytes/s
were reached

9th June DATADISK token was running out of space. 
Increased with 10 TB. This error lasted during 3 ho urs 
and was detected from Atlas DDM monitoring
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IFAE-Barcelona
(slides thanks to Jordi Nadal)

• Distributed Data Management: 
– Data moved from/to IFAE these days and also the efficiency which was 

affected by the errors:

� Space problem caused some transfer errors.
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IFIC-Valencia
(slides thanks to Javier Sánchez)

• Job processing
– Pilot role was added in VOMS mapping

� But no proper scheduling policy could be setup in time
� In order to achieve this, a new account pool had to be setup but it 

was not easy with the present configuration tool (quattor). 

– Farm occupancy was high and we added 40+40 cores more in 
last week (24)

5056.49Atlas production

5043.23Atlas users(WMS and pilots)

Target%Group

The number of cores 
we added stressed the 
CPU power at the CE 
(Pentium D CPU 3.20 
GHz) and we decided to 
upgrade it in that 
coming weeks.
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IFIC-Valencia
(slides thanks to Javier Sánchez)

• Job statistics from ANALY and IFIC queue from 17 th May to 17 th June.

Problems with Athena release versions

• In the first week we had problems with panda jobs
trying to use an non existing Athena version
• For that reason, our efficiency for pilot jobs was 
around 21% (ANALY_IFIC) while for WMS jobs (IFIC-
LCG2_MCDISK) was around 82% on 17 th June

100% efficiency

After installing the 
Athena versions used 
for panda our pilot job 
efficiency raised to 17% 
in a few minutes being 
around 100% in the last 
days.
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IFIC-Valencia
(slides thanks to Javier Sánchez)

• Influence on the input data 
protocol on CPU/Wall time 
efficiency was tested in 
previous UA tests.

• Sites with POSIX-like access 
to the file system (Lustre) 
perform better without 
triggering copies in the 
background using lcg tools 
(file stager)

– The same results was found 
in STEP09 test for WMS jobs 
but not for PANDA pilot jobs, 
CPU/Wall time efficiency was 
reduced from 83.4% to 
49.5%.

– Panda pilot based analysis 
used your site’s ANALY 
queue local mover to copy 
data to the worker node; 
the WMS based analysis 
used a mixture of the file 
stager 
(copy to worker node) and 
local LAN protocol (known 
as DQ2_LOCAL, resolved to 
dcap, rfio or xroot).
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IFIC-Valencia
(slides thanks to Javier Sánchez)

• Data transfer
– Data distribution in the week previous to the STEP09 showed a 

bottleneck in the gridftp server.
� We deployed a new machine and the bandwidth increased from 200 

Mbps to 600 Mbps.
� During the test data transfer rate was steady during long periods. No 

problems were observed in the network infrastructure neither local or 
remote. 

– WN accessed to the data using local posix I/O (read only) and 
gridftp protocols. WNs and disk servers are 

connected to Cisco switch at 
1Gbps.
In the test configuration:
WNs share 1 Gbps in groups of 8
Disk servers share 1 Gbps in 
groups of 2 .
Present configuration:
1 Gbps for every WN
2 Gbps for every disk server
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IFIC-Valencia
(slides thanks to Javier Sánchez)

• From June 1 st to 14 th data size transferred to our SE was:
– 57 TBytes incoming (112TB total, 50% to IFIC) in our 

ATLASDATADISK space token
– 1TBytes outgoing in our ATLASPRODDISK space token.

• During the test disk went to full two time .
– More space was added on the fly with the deployment of two 

new disk servers (17TB + 34 TB) to reach 102 TBytes
– Quick reaction and the flexibility to add more servers easily to 

Lustre file system lead us to absorb the data.

Space tokens were updated 
to reflect the used and 
available space but:

� ATLAS tools seems to 
ignore the values and 
continue transfers even 
when no space available 
was published.



S. González de la Hoz; EGEE'09 - WLCG Operations, Se ptember 2009, Barcelona (Spain) 27

Enabling Grids for E-sciencE

EGEE-III INFSO-RI-222667

Step09: towards data taking

• Targets achieved:
– Data Transfers:

� Reach >250MB/s in T1-T2 distribution
� Excellent efficiencies (95% to 100%)
� No major issues for IFAE, IFIC and UAM rather than disk space shortage

– MC production
� Nice behavior not only during STEP but since more than 1 year (efficiencies 

~95%)
– User Analysis

� First bulk experience together with many other demanding activities
� First days fair-share inconsistency for the scheduler problem
� Good efficiencies overall:

• 85% for WMS jobs and 96% efficiency for the PanDA based analysis pilot 
jobs

• Minor (and not site related) issues
– Reprocessing:

� Passed successfully even though we’ll continue to tune the tape by system 
by installing more tape drives and optimizing the recall pool schema.

� ATLAS thinking about using T2s for repro with FronTier technology
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Step09: towards data taking

• Issues learned and to improve:
– Storage still the most critical services all across sites

� Minor issues at our cloud:
• SE instabilities: gridftp doors overload, disk space shortages

– Optimization for User Analysis (UA):
� Take advantage of site’s architecture:

• Distinguish and enforce DQ2Local or FS to target best site 
performance

o Enhance for using native and optimized protocols
o File:// for POSIX like SE (IFIC and LIPs)
o Tune RA for dCache sites (currently 32kb is the default in UA system)

– Need periodic checking of the activities
� Good implication of site people during STEP. Helped a lot to be a 

good ATLAS clouds !!!
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Step09: towards data taking

• Status and plans:
– ES sites are ready, showed robustness, stability and performed 

good.
– ATLAS computing system is ready:

� DDM improved during the last two years
� PanDA MC and UA system increased global efficiencies and running 

stable
• Now centralized at CERN

– Last updates should be thought well in advance to have the sites
ready for November and avoid big interventions after the end of 
the month. 


