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The SEE-GRID-SCI initiative is co-funded by the European Commission under the FP7 Research Infrastructures contract no. 211338



)N
)

o =
: ‘ H‘ G\’\\ = \>>

=
G)
=

{
{\

Pan-EU e-Infrastructures vision

» The Research Network infrastructure
provides fast interconnection and advanced
services amonic_; Research and Education
institutes of different countries

The Research Grid infrastructure
provides a distributed environment for
sharing computing power, storage,
instruments and databases through the
appropriate software (middleware) in order
to solve complex application problems

» Integrated networking & grid environment
is called electronic infrastructure
(eInfrastructure) allowing new methods
of global collaborative research - often
referred to as electronic science
(eScience)

» The creation of the elnfrastructure is a key
objective of the European Research Area
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Project context and timeline: 6

&

vears of close collaboration in SEE g =s

SEEREN1/2: establishing the regional inter-NRN
interconnectivity and GEANT links [DGINFSO]

« SEEGRID1/2: building the regional Grid infrastructure within
and beyond EGEE, building NGIs and user communities
[DGINFSO]

« SEELIGHT: implementation of the lambda facility in the region
[Greek HiperB]

BSI: Caucasus region connections [DGINFSO]

» SEE-GRID-SCI: elnfrastructure for large-scale environmental
science: meteorology, seismology, env. protection. Inclusion of
Caucasus. [DGINFSO]

+ SEERA-EI: regional programme managers collaboration towards
common elnfrastructure vision and strategy [DGRTD]
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Vision and context: converged communication
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and service infrastructure for SEE SEE-GRID-SC}
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Seismology eteorology Environmental
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SEE-SCI
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The project g4
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+ Contract n : RI-211338 (
. Project type: I3 0 )>)
 Start date: 01/05/2008
« Duration: 24 months SEE@@ D-SCI
« Total bUdgEt: SEE-GRID elnfrastructure for regional eScience
¢ 3214 690 €
+ Funding from the EC: 3
= 2500000 ¢ e-infrastructure
« Total funded effort, PMs: 676.5
 Web site: www.see-grid-sci.eu 7
+ Contact person: Dr. Ognjen Prnjat, GRNET CAPACITIES
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The partnership

Contractors

GRNET Greece

CERN Switzerland _ MTA?‘ZTAKI

SZTAKI Hungary o

IPP-BAS Bulgaria

ICI Romania

TUBITAK Turkey )

ASA/INIMA Albania @
UoBL Bosnia-Herzegovina | SEE-GRID-SCI P RA
UKIM FYR of Macedonia \ partnership 7m
UOB Serbia R
UoM Montenegro G“E”A

RENAM Moldova

RBI Croatia — *
ITIAP-NAS-RA Armenia UoBL

GRENA Georgia ba

Third Party / JRU mechanism used
associate universities / research centres
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Project objectives

» Engaging international user communities (meteorology,
seismology, environmental protection) and providing
application-specific service extensions

« Providing infrastructure for new communities

» Consolidating actions towards long-term sustainability
and European Grid Initiative inclusion

» Strengthening the regional and national human network




Work organization - PERT

NA1
Project administrative and technical management

SA1 NA4 JRA1
elnfrastructure operations User communities support Development of application-level services
and operational tools

Application requirements analysis

Implementation of the advanced SEE-
GRID infrastructure

SIS (el Epe IS Operational tools analysis

1 | 1 |

S ftth Implementation of
Network Resource Provision Adapt Grid upport the application-specific .
L deployed - Design,
applications - services ) i
applications implementation

and assessment
of the application-
specific

monitoring and
control tools

Resource Centre Service Level Agreement Assess applications Grid usage and Application extensions
monitoring and enforcement take-up deployment and assessment

NA2
NGI support and international collaboration

NA3
Dissemination and Training




Stable management structure

built: Activity Leaders,

Steerin? Committee Members,
r

Grid Infrastructure Managers,
Registration Authority
Managers, etc.

Project notebook as an
efficient management tool

Project Objectives and
Activities kept constantly up-
to-date.

High complexity of
management with 15 partners
and 30 3 parties

£ ‘/é—c\Q

i
I/ ( N
il A
W i
~~/(/
NEA

O Dd d <
GRNET Ognjen Prnjat Valia Athanasaki
CERN Frederic Hemmer Florida Estrella
IPP Todor Gurov Emanouil Atanassov
ICI Gabriel Neagu Alexandru Stanciu / Vladimir Florian
TUBITAK Burcu Ortakaya Cevat Sener
SZTAKI Péter Kacsuk Miklos Kozlovszky
UPT Gudar Begiraj Neki Frasheri
UoBL Milorad Bozic Mihajlo Savic
UKIM Aneta Buckovska Margita Kon-Popovska
uoB Zoran Jovanovié Antun Balaz
UOM Bozo Krstajic Luka Filipovic
RENAM Peter Bogatencov Veaceslav Sidorenco
RBI Karolj Skala Davor Davidovic
IIAP NAS RA Hrachya Astsatryan
GRENA Ramaz Kvatadze George Kobiashvili
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Key results: Grid infrastructure

= Dedicated CPUs: 1086 total
= Storage: 288 TB
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Core services deployed
redundantly, spread out

Catch-All Certification Authority +
National CAs

Operational tools as shown on
previous slide

Grid Operator on Duty (GOOD),
Operations manual

Fully interoperable with EGEE,
overlapping

SLA definition, monitoring and
enforcement and corrective actions

Overall availability of services 91.17%
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Job success rate 94,27%
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Key results: JRA1 development -

(G

A PP lication Services SEE-GRID-SC

+ Objectives:

= Capture commonalities across scientific fields in terms of application
requirements on Grid middleware

= Define development areas for middleware plug-ins and application-
level services

= Implement these

¢+ Rigorous requirements capture and design approach

¢ Architectures vary from libraries to compositions of

coordinated distributed services
« 11 Application services / add-ons (4 in production)
+ Examples: Seismic Data Server, User-Level Monitoring



JRA1 development - g

Operational tools extensions

» Objective: Analyse application-focused features of
operational tools and develop new or extend existing
tools

= Tools that collect data relevant to the operations of the
infrastructure from the point of view of application developers
and users
= Tools that automate operational tasks and procedures which
are particularly related to deployment and runnlng of
applications
Tobs surmmary| IobsbyCB| Tobs with final events p«cs\ Waifing times in the queues with fial events per CE|
1:01 d etfblnet:2119/ cb::n er-pbs-seegrid 11221::1“1?0. “fj“‘“mﬁzﬁ?‘;ﬁ?gﬁ%ﬁz?ﬂ%a
[ce.grid pmf unsa ba:2119/cbmanager-pbs-seegrid [ABORT [1 [2.0000
= 7 tools e
et L L
» Example: Job Tracking Service |t o o




Key results: User communities g
support g

« Seismology (6 major applications), meteorology (2) and
environmental protection (8); in satisfactory stages of deployment

= Cross-border user communities and beneficiaries
« Very clear and efficient procedures for support

FROBABILITY T{ HAYE MORE THAN 10 MM PREECIFITATION IN & H 100.0
INITIAL DATE 0%/01/2008 OfHID UTC FORECAST +60 VALID AT {8/01/E00B 1E UTC )

MEDIOGRID

TagMap CheckBaox

MATIONAL ORIEEVATORY OF ATHENS




complex terrain

W)
A
1. Regional Multi-model, Multi-analysis — e
Ensemble Prediction System S |

BOLAM, MM5, NCEP/Eta, and NCEP/WRF-
NMM

SEE-wide scale detailed forecasts

Coordinate, collect and analyze the outputs
from all models for the generation of —

probabilistic forecasts -
Very complex; very CPU-intensive I
. Study of interaction of airflow with -




(\\r)

Z
S)
=

&

N.O.M.A.D.S o]
NCEP-GFS (USA)

38M -
e e e S
T I e Ao - 8

34H

32M

3lIIIM1




=<
2

0
©
=

‘O
> 0
O

Seismology VO offers the
researchers:

= Access to seismic data mirrored
from national research centers on a |
timely basis

= Adequate computing resources
close to the seismology data
repositories

= Collaborative working environment
with both regional groups and
global organizations

» Core: seismic data server serving
large seismic data sets from
sensors (TBs)

¢ 6 Applications

Size of Continuous
Waveform Data

No. of stations “
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Environmental VO %
« Main application domains: Surface Orone
= Environmental protection/response Al AN OB e Sources
= Environment-oriented satellite image processing |
= Extending to oceanography and climate change modeling o |8
« 8 core applications: 7
= Modeling System for Emergency Response to the Release 5“
of Harmful Substances in the Atmosphere &
= Multi-scale atmospheric composition modeling (demoed CERERE T w
with JTS JRA1 development) lumber of “bad” days -
= Monte Carlo Sensitivity Analysis for Environmental e iace Dwone
Systems 60 147““‘“”5“““
= Environment Oriented Satellite Data Processing + related * i
applications w
= Groundwater flow simulation system N
= Study of Charges of Environment with Remote Sensing o,
= Climate Change Impact on Air Quality °

= QOceanography



Infrastructure usage by

communities X2

SEE-GRID-SCI sites have provided more than 15.4
million Normalized Elapsed CPU hours and more than
1.2 million number of jobs during Y1

= SEEGRID VOs (seegrid, seismo, environ and meteo)
= National VOs (AEGIS VO, TRGRID VOs)

= Regional VOs (see)
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Key results: National Grid
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Initiatives

Initiating and structuring NGIs
= SEE-GRID pioneer of the NGI concept

= Significant developments in @ number of areas: organisational
stability, operational maturity, national-level support

« Providing active support for NGI establishment in other
developing regions
+ Deliverables:

= DNA2.1 - NGI metrics specification (44 detailed metrics, quarterly
reporting and analysis)

= DNA2.2 - NGI cookbook (detailed NGI setup guidelines,
distributed to all other regions)

= DNAZ2.3a - NGI intermediate assessment (detailed assessment and
recommendations)
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Key results: dissemination and

training

+ Dissemination Event Agenda:
= project website see-grid-sci.eu
« Training Event Agenda
= Training portal http://www.lpds.sztaki.hu/stc

- SEISMOLOGY VIR ﬂw;'my User Troining

» Core promotional material
Additional brochures and posters

» Harmonization of the training material
» Training material repository

¢ Trainings: generic Grid and VO specific
» Training materials in local languages

» tInfrastructure: 18 sites, core services, mock CA
¢« A pool of 42 SEE-GRID-wide trainers, growing

» Quality assurance procedures



Dissemination and training

Large number of dissemination and training events

Focused and widespread campaign:

= 1 regional dissemination event (meteorology workshop)

= 17 national level dissemination events

= 2 regional training events (grid administrators; meteorologists)

= 17 country-level training events (9 dedicated to Meteorology / Environmental

Science / Seismology communities)

= 290 people trained

= 880 people attended focused dissemination events
» Other dissemination-related activities: 2 newsletters; disseminations
in public media: TV (3); Press Releases (3); Newspapers (3); E-
newspapers (3); scientific papers (30+) and presentations (40+).
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Conclusion: Regional vision

» Vision:
= Being on the technological par with the rest of Europe
= Enabling local scientists to use their potential
= Role-model for regional developments
= Leading the way in wider contexts

» Strategic success metrics of regional initiatives:
= not Gbps/sec; number of nodes; TBs of storage

» The initiatives are puzzle pieces of RTD efforts to sustain regional
development

= Increasing the retention of talented scientists in the region

= Pursuing joint R&D efforts among countries in the region

= Making available the benefits of the Information Society for citizens
= Easing the digital divide between the region and rest of EC

= Improvement of regional competitiveness in all market sectors

= Regional political stability and cohesiveness
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Join us at the User Forum in Istanbul!

« http://sgsuf.ceng.metu.edu.tr/index.php?conference=
sgsuf&schedConf=sgsuf09




