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] Outline

Enabling Grids for E-sciencE

* Monitoring distributed analysis jobs

- QAOES:

1. detecting problematic Grid components
2. solving problems with an Expert System

» Qutlook




Sl Monitoring Grid Jobs

Enabling Grids for E-sciencE

* Reliable Grid infrastructure needed for LHC experiments’
SUCCESS

+ Detailed and trustworthy monitoring helps improve the Grid

* Production jobs on the Grid:
— coordinated activity by experts
— load on sites and storage is predictable

+ Analysis jobs on the Grid:
— chaotic activity
— behaviour not predictable



el Monitoring Analysis Jobs

Enabling Grids for E-sciencE

+ challenging task

« example from CMS:
— 100-200 users running analysis jobs every day

— since 01/2008, 1000 distinct users submitted analysis jobs,
number expected to increase with LHC start-up

* users not necessarily experienced — simple, user-friendly
monitoring needed

 strong monitoring for user support groups



Dashboard Applications (1/3)

Enabling Grids for E-sciencE

* Interactive job summary
— shows what is going on now

— distribution of jobs by site, CE, user, submission tool, application
version, dataset, etc..., exit status

— CPU and wall clock time of jobs
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DEFINE PARAMETERS Select Sites... -l Select Activities... Last Month =] Sortby Sites 7|

Terminated jobs
31 Days from 2009-08-18 to 2009-09-18
L] L) L] L)

140,000

SHOW PLOT ifferent formats)

Terminated, Submitted ]
Pending, Running Jobs 120.000% - - pm---iceee
CPU and Wall Clock :

consumption Good/All 100,000
Jobs

Efficiency
Good/All Jobs 80,000

Processed Events

60.000
Status of Terminated
Jobs

Activities at the site(s) 40.000

CHOSEN PARAMETERS Y@ =B 4 B =
Sites:
AllT1is+TO o p—— [ | | | = = = .| 5.3, Current, 4,72
460508 2200508 2200908, 22009-08 2200500 02005-05-02005 E 009-09-12009-09-16 L
Activities: erent formats)
all 5
) W TO_CH_CERN WT1_US_FNAL WT1_TW_ASGC mT1_FR_CCIN2P3 W T1_IT_CNAF s 0058
Time Range: W T DE FZK ETL_UK_RAL WTLES_PIC
Last Month
Maximum: 120,379 , Minimum: 0.00 , Average: 55,868 , Current: 69,344
Sort by: ™
Sites

Report a bug or a suggestion

EGEE-III INFSO-RI-222667 Monitoring Applications for Distributed Analysis Gerhild Maier 6



Dashboard Applications (3/3)

Enabling Grids for E-sciencE

 task monitoring (deployed for CMS)
— provides complete information about analysis tasks
— job status of individual jobs in the task
— assists in detecting problems
— provides debugging information
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! QAOES - overview
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« QAOES = Quick Analysis Of Error Sources

+ Goal:
— detect problematic Grid components
— find error source, not only impact
— facilitate the problem solving

*  Approach:
1. Association Rule Mining (ARM) on job monitoring data

2. Expert System to collect and reuse human expertise



Sl Association Rule Mining (1/2)
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Input:
— job monitoring data with a number N of attributes
— attribute: job characteristics like user, site, dataset, se,...

Goal: find dependencies between items

Association rule:

— A —C, where A, C sets of items
— A= antecedent, C = consequent
— item: attribute-value pair

Quality of an association rule:
— support: s% of the data include all items

— confidence: ¢c% of the data including the antecedent also include
the consequent



Association Rule Mining (2/2)
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YdasnDoar SETH
The page is refreshed every hour.
Timerange: last6hours + Description: jobs in the selected time range are the data set input for the data mining process.
3 ST = Description: minimum percentage of jobs, which have the same characteristics and the same error.
Mk et cehane ot ke L 0.1 Low number results in long calculation time!
. Description: confidence% of jobs in the input data set that contain the attnbutes in the antecedent
Eonfdee: il also contain the consequent attribute.
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jobs
Job
Summary ERROR=8020  3.425/685 80.992
Add Rule
Job
Summary site=T2_US_Caltech ERROR=8001 = 0.554/110 92.500
Add Rule
Job
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Sl Expert System (1/2)
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- Use human expertise to improve problem solving on the grid

* 2 main components:

1. knowledge base: collection of human expert knowledge in the
format of rules

2. inference engine: matches potential problems to rules in the
knowledge base

* Rule = ProblemDefinition + SolutionOption
— ProbelmDefinition: attributes, and values (optional)
— SolutionOption: number of steps; step = action applied to object



Sl Expert System (2/2)

- Add arule: Problem Components
Select the attributes and attribute values (blank = not relevant) that are relevant:
¥ site = ¥|T2_FR_IPHC
Solution
Action Object
Select: - Select: -
Add MNew: Add New: Delete Step

Comment:

+ Rule ranking:
— by user
— automatically: ranking decreased over time



CHEE Outlook and Summary
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* Qutlook:
— Improve the inference engine

« Summary:
— importance of monitoring for analysis users
— failure detection using job monitoring tools

— QAOES approach of data mining combined with expert system
on top, currently applied to CMS analysis job monitoring data




!

Enabling Grids for E-sciencE

- Experiment Dashboard:
http://dashboard.cern.ch

- QAOES:

http://dashb-cms-mining-devel.cern.ch/dashboard/request.py/qaoes

« Twiki:
https://twiki.cern.ch/twiki//bin/view/ArdaGrid/AutomaticFaultDetection




