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Summary

‣ ATLAS simulated event production
• Why simulated event production is so intensive and important to monitor ?

‣ ATLAS shift team
• Which kind of monitoring is needed ?

‣ Monitoring the simulated production
• Chasing sites
• Chasing tasks
• Production system functional tests

‣ Interaction with the dashboard team

‣ Summary and conclusions
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ATLAS simulated events production

‣ Due to LHC's high SNR (10-9) ATLAS needs a huge amount of simulated data
• Normally running ~20-30k simultaneous jobs
• Ending ~100k jobs per day involving ~50 different sites and a large number of different tasks

- Stable shift teams are in place for monitoring event production since 2006 
➡ Efficient and robust monitoring is a must !
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Simulated events production activity
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ATLAS shift teams

‣ ATLAS Distributed Computing Operations shifts team provides QoS to the ATLAS community.

‣ One of the main shifter duties is to track down the simulated event production world-wide
• 50 people from different time-zones are involved  providing 24/6 support

‣ Shifters do need very visual and easy to navigate monitoring pages
• Lot of activities, try to minimize time browsing and getting to the relevant informations

‣ ATLAS production dashboard provides relevant visual information to quickly spot the main 
problems:

• Clouds: LFC broken, FTS instabilities, T1 storage in troubles, etc.
• Sites: failed access to input data, worker nodes misconfigurations, SW area not accessible, etc. 
• Tasks: wrongly defined tasks
• Central services: Catalogues, PanDa, etc. 

‣ High level views are needed 
• And obviously possibility to increase granularity and quickly get to the source of the problem

- Heavy failures in a cloud => spot the site causing problems => get the CE/queue => get the 
job ID (either in ProdSys or in the local BS) => read the pilot/Athena/BS log file. 
➡ The root of the problem is found following top => bottom workflow

‣ ATLAS production dashboard is providing this
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Monitoring production: chasing sites

SE in SD

Click on the relevant 
cloud to get more info
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Monitoring production: chasing sites

SAM CE tests results

Many relevant info contained in these statistics

Going further by clicking 
on the failures link
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Monitoring production: chasing sites

‣ From the following screenshot it is directly inferred that job cannot get the input files
• Data cannot be copied from the WN to the SE

- Error messages are well know by shifters (DQ2PUT_FILECOPYERROR)

‣ Now, shifters need more detailed info about the job. Several things could happen:
• Failing stage-in/out: SE at the site is experiencing problems

- Temporary outage/overload, single pool problem or big issue with the SE ?
• Failing stage-in: data is not available at the site

- Either input data is lost, job has been wrongly routed or there's problem at job definition
➡ Luckily shifters can go further using the dashboard by clicking on the #errors

Going further by clicking 
on the failures link
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Monitoring production: chasing sites

Job execution details

Access to full job details
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Monitoring production: chasing sites

‣ Once accessed to job's final information shifter has enough tools to triage the error and perform 
the required action:

• Try to access the data (lcg-cp), try to store data (lcg-cr)
- Disentangle transient vs. continuous problem

• Browse the LFC
- Disentangle lost vs. missing data at the site

‣ Then the problem is understood and shifters can report the problem:
• Site problems: GGUS
• Experiment related problems: Savannah
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Monitoring production: chasing tasks/jobs

‣ Similar workflow is used by monitoring the problematic tasks
• Monitoring duality:  site efficiency vs. task efficiency

- Snapshot of task progress and problematic jobs per cloud
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Monitoring production: chasing tasks/jobs

‣ Possibility to have a task breakdown per cloud with progress and problematic jobs (stuck)

Click to get detailed job info
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Monitoring production: chasing tasks/jobs

‣ Shifter arrive to a nice summary of job attempt history
• Job failed in several sites (ironing out site problems)

- Shifter quickly know there must be something wrong with the job definition
➡ Open bug to relevant people



Xavier Espinal: User experience with monitoring of the distributed production (ATLAS)

Monitoring production: production system functional tests

‣ ATLAS has a special group of well known jobs continuously running in the background
•  "well-known-jobs" means that problems with the SW, task/jobs definition, memory, etc. won't 

occur 
- Shifter can spot site issues immediately when those jobs fail

➡ Usually it takes some time to disentangle site vs. SW issues...

‣ Production dashboard provides a HLV of the ATLAS Production Functional Tests
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Monitoring production: production system functional tests
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Providing feedback to dashboard team 

‣ Quite nice interaction among shifters and dashboard developers

‣ Usually shifters submit bugs/suggestions using the dashboard itself

‣ Intensive work since the beginning and almost continuous improvement
• Thanks to Ricardo and Ben for his work !

‣ User guide also in place for newcomers:
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Summary and conclusions

‣ Large number of production jobs running: O(100k) per day in ATLAS

‣ Large number of sites ~50

‣ Strong need for shift team...
• ...which needing an efficient monitoring!

‣ Production dashboard is providing the required level of monitoring and features that shift teams 
need

• And obviously is constantly improving and adapting to the new requirements/services

‣ Production dashboard is a catch-all entry point holding all relevant info for simulated production:
• Gathers info from: cic (SD), SAM, Production System database and PanDa

- And is collecting and publishing this information in an structured way so it's useful for 
shifters
➡ Reduce the "clicking" and browsing of different portals

‣ Currently having about 1000 page views per day and 600 unique visitors
• And increasing


