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NG S NG S Overview

UK National Grid Service, a * Our Mission and Goals
production grid infrastructure for a * Services and Resource Providers
heterogeneous provider and user
community

¢ Supporting User Communities

’1 N G S NGS Mission and ScotGRID UK e-Infrastructure
_ N Users get common access, tools, information,
i Nationally supported services, through N6S

Goal
Cx + HECtoR

To enable coherent electronic access for UK researchers to all computational and data Regional and HEI / FEI
based resources and facilities required to carry out their research, independent of Campus gr‘i ds
resource or researcher location.
Goal: & NGS
Netions! G service

— To enable a production quality e-infrastructure
* Expand towards all Higher Education Institutes and UK based research

institutions BRIDGES )
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’i NG S How do we do this?

¢ Moving towards a standards based infrastructure
Independant of any external single middleware

Community specific interfaces deployed where necessary
Demonstration of benefits of using the same interface locally,
regionally, nationally and internationally

¢ Policies and best practice framework for the operation, inter-
operation and sharing of research computing services across

documentation.

HINGS

* To have all UK HEI as members
* We
— Must aim to be as broad a church as possible

— Must collate requirements from research
ing at the institutional level

All institutions

ANGS

¢ Resources within institutions;

— Are heavily used by user communities that have little or no interest in
externally provided resources and e-infrastructure

Issues

— New user communities increasingly have ‘different’ data problems
requiring shared filesystems, secure data requirements, legal obligations

— Are frequently upgraded therefore have commercially contracted support
agreements for specific operating systems.

ice managers who have to run their services ensuring cost
dware, staff and running costs

,i NGS Campus Grids and

the NGS

 Significant number of research intensive institutions are
building their own campus grid

— c.f A number of research led institutions have a similar computational
capacity individually to an average EGEE Tier 1

* Mostly some form of Condor based system
— Either Computing Services based desktop systems, Cardiff looking at

the whole institution
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NGS thlg:r:i;‘::i?\ri‘sl NGS Campus Champions

* Personnel

— Appointment of an institutional Campus Champion
— Liaison between HEI/research organisation and NGS

* The first level of NGS membership, they are;

* A source of information regarding NGS resources and services
* A source of user accounts on their campus

* A conduit for the campus e-infrastructure needs, requirements and
challenges

* Ahost for an NGS training event giving visibility to the institutions

aining group in the NGS

What does the NGS

NG S Organisational NG S

Membership

offer?
* Personnel » Compute services
— Appointment of an institutional Campus Champion — Access to more and different resources
— Liaison between HEI/research organisation and NGS
.

Resource Exchanging

— Different ways of running jobs e.g. multi site MPI
Data services

— Access to data storage
— Support and advice
of accessing data

— Regularly tested installation of NGS defined interfaces as
scribed in the NGS Sits Level Services Document
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NGS Site Level
Services Document

FANGS

* Description of the different solutions to service requirements
challenges
« Aset of different modules describing a particular function,
each with a number of solutions which are grouped together
as profiles
pported interfaces are community driven, we will
vhat we make available.

NGS NGS Recommended

Profile

* User Authentication and Authorisation: x509 (VDT)
* Information System: GLUE (VDT)

* Compute resource Service: Pre-WS GRAM (VDT)

* Data Transfer Tools: GridFTP (VDT)

ge Management, Database Hosting & User Data
""""""""""""""""""""" s (SRB, SRM, OGSA-DAI)

NGS EGEE/GridPP Node

» User Authentication and Authorisation: x509 (glLite)
* Information System: GLUE (gLite)
* Compute resource Services: Pre-WS GRAM (gLite)
* Data Transfer Tools: GridFTP (gLite)
anagement, Database Hosting & User Data

FANGS

* Database (Oracle &MySQL)
— Supports both user communities and NGS core services
— STFC and University of Manchester
* Storage Resource Broker
— Share, replicate and access data with colleagues more efficiently
— Distributed metadata capable storage system
i access to disk storage

Data services

ata using



Where we see ourselves fitting into the much bigger picture
Integrate internationally with other grid projects such as EGEE and Teragrid
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NGS Specialist services NGS Process for a New

Service

Westminster 1. User/Research community propose new service
Operates and supports P-GRADE portal and GEMLCA legacy application support services

% Eomenes }Illlml m

(@49
Belfast e-Science Centre
*  Web Service Hosting Container Service

* Web service containers into which projects or VOs can deploy their own Web or Grid services, using
automatic deployment technology

2. Research and Development Team
1. Deploy test service, working with community
2. Develop appropriate service documentation
3. Final test service deployed on further NGS sites
4. Service ready for production deployment

s Team

ervice

NG S Current status of NGS NG S Insti:ﬁt?ol:lmisslrri:?:rzoog

| - & o
« Over 900 registered users, not including ey, KOX : G

R s e HPCx Hiunons 5 Univosty o Wesiner
e 25 member institutions

e - Imperial College 7] University
Southampton London 2 OfGlaSgow

— 11 partner resources
sources

A ]
W Durham

E, The University of Reading
University

Royal Holloway UNIVERSITY OF

et G LIVERPOOL

The wellcome trust
oF 2 sanger

Sheffield.
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 Directly submit jobs using an installation of the
Globus Toolkit, personal Condor or similar on your
workstation

* GSI-SSH terminal to connect to a User Interface
system or directly to an individual site

— Web applet or easy install stand alone application

NGS Portal/Applications repository for web-based

access running applications

| for workflow

Simulation performed on the NGS of a
drug permeating through a membrane

Name: Dr Brian Cheney
Institution: University of Southampton
Research: Membrane Permeation

Drs Brian Cheney and Jonathan Essex
research membrane permeation of
small molecules at the University of
Sauthumpton They're interested in

at ph) SICGI and chemical

Integrative Biology
Project

ANGS

Name:ThushkaMaharaj
Institution: University of Oxford
Research: The effects of
defibrillation on the heart

i" Gathodo
Tt 1j is part of an il T
studying the effects of applying an electncal shock to Endocardium
both healthy and diseased hgarts, in an attempt to 3

exactly how works.
arallel mde with around a million nodes.
e can get 20ms of

on the NGS.

snosustoseien §

Epicardium

Endocardium

snoousBowo

Epicardium

; Using the NGS to access
S ) NG S geographically distributed

astronomy databases

Name: Helen Xiang

Institution: University of
Portsmouth

Research: Astronomy databases

Helen Xiang and Professor Robert Nicol
at the University of Portsmouth have
been working on Astronomy databases.

use software called OGSA-DAIto
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NGS GENIUS

Name: Peter Coveney
Institution:UCL

Research:Model large scale patient
specific cerebral blood flow in
clinically relevant time frames

Yield patient-specific information
i s plan embolisation of

Institutional User
communities

+ Malaria Map

+ Phylogenetic Analysis of DNA
+ Analysis of Clinical ECG data
+ Biochemistry

+ Astronomy

+ Chemistry

+ Satellite image analysis

+ Heart modelling

« Supporting direct campus to national grid integration
using Condor-G and OMII-UK GridBS.

NG S User Applications

Many applications installed on the NGS including:
ABAQUS

Amber

Siesta

Gaussian

Octave

Gadget

Fasta

NAMD

LAMMPS

NG S Database Users

* Surrey/Bath University

— Large volumes of medical observational data
* University of Portsmouth/Mimas

— Census information
» Southampton University/eScience Centre
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. NGS Conclusions NGS

NGS is here to support university research computing
services support their research communities by making Thank You
connection of ITS enabled resources easier
« To achieve sustainability we must move beyond the
current single view of ‘grid’ as e-infrastructure http://www.ngs.ac.uk
Connectivity using standard interfaces will include - e
tional data sources including EDINA, MIMAS, as well as
ities such CLF, DIAMOND, e- Merlm ISIS

support@grid-support.ac.uk




