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Background: Research and

;‘-\_
P o)\
Education Networking in Europe GEANT“v

3-tier Federated Architecture:
Campus Networks: 3,500+ Institutions, 30+ Million Users
34 National Research and Education Networks (NRENS)

The Pan-European Interconnection: GEANTS3 (GNS, started in FP7)
Hybrid Optical Backbone (+Cross Border Fibers)

Complex Applications are being built on top the network
Collaborative tools, conferencing,
GRID and e-Science distributed computing

GEANT provides advanced network, services and multi-domain
monitoring systems

Help users in quick diagnosis of problems that span multiple
networks

Develop new measurement tools (HADES, Passive monitoring, etc)
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GEANT topology

GEANT :

Backbone Tapology April 2009. GEANT is operated by DANTE on behalf of Europe's NRENS.

GEANT topology —
April 2009

* 15+ NRENSs
interconnected
within the Dark Fibre
(DF) “cloud”

 The others, via
“lambda” and SDH
circuits

 Hybrid architecture
(routed IP traffic and
switched special-
purpose traffic)
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GEANT Coverage
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GEANT and sister networks enabling user
collaboration across the globe
April 2009

GEANT global connectivity and projects

Broadening access to

Simulating earth

B systems to understand

and predict climate
trends

OR|g ¢ ction
High-resolution
images of earthquake
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! relief work
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Researching the effect
of climate change on
B crop farming to help
avoid a global food
shortage
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Connectivity Services




Connectivity Services

. AT
GEANTN

GEANT IP — providing high bandwidth international Internet connectivity
for millions of academic users through NRENSs via the shared GEANT I[P
backbone network.

GEANT Plus and GEANT Lambda point-to-point services provide
dedicated bandwidth and guaranteed quality of service.

Benefit of a “virtual” private network created by reserving capacity
on the network backbone

GEANT Plus — a circuit service providing a flexible allocation of
user-dedicated point-to-point connections

GEANT Lambda — a service providing full 10 Gbps wavelengths to
support NREN users with particularly demanding network
requirements
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GEANT IP

The GEANT IP service offers NRENs access to the shared European IP
backbone.

IPv4 and IPv6 support
VPN, Multicast, Premium IP

Robust high-bandwidth solution to the international connectivity
requirements of the majority of academic users.

Resilient service in the case of hardware failure or fibre cuts

Advanced routing equipment to ensure fast recovery from unexpected
events.

GEANT IP access is available to NRENSs at capacities of up to 20 Gbps,
subject to technical and commercial considerations.
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GEANT Plus and GEANT Lambda

. AT
GEANTN

GEANT Plus
User access to point-to-point circuits of between 155 Mbps and 10 Gbps across
an existing pre-provisioned network.
Dedicated sub-wavelength point-to-point circuits configured over a network of
dark fibre links and TDM (Time-Division Multiplexed) switches.
Circuits can be established to many European NRENs
Allows NRENS to configure transatlantic circuits to the GEANT point-of-presence
in New York (connecting to Internet2, ESnet and USLHCnet).

GEANT Lambda
It provides private, transparent 10 Gbps wavelengths between any two GEANT
NRENs connected to the GEANT dark fibre cloud.
Available to pan-European projects and data intensive users via NRENs with
access to GEANT dark fibre.

A GEANT Lambda is presented to the NREN as a transparent wavelength on
which they can then develop their own higher-level network layers.
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Dynamic circuit Services in GEANT

New Services




End-to-end paths over GEANT - = #*v
Bandwidth when you need it GEANT*

GEANT2
_ | : rl.-l_jl i -F i 5 :
: = » 5
] NREN B
End user . NRENA 7 a7 % By
@ i | X =~ MAN/Campus/"
"MAN/C [ e Institution

End- user

end-to-end path
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AutoBAHN approach

Distributed control and provisioning

Business-layer related interactions include AA, policies, advance reservations
etc.

Privacy and control of intra-domain resources must be safeguarded

User interface
== I User intarface 1
Inter-Domain | = )
. User Interlace Manager (o =L Inter-Domain
- e H [ Manager
Inter-Domain Domain Manager .
Manager Domain Manager
== o

Domain Manager ./ GMPLS signaliing
~

&= 7 i\
Client égf ' x
equipment ( " dnmbg
T - " 5 2 Client
“LZMPLS VPN i Native Ethernet i " GFPoverSDH equipment
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Latest features

Diverse routing of circuits

Support for future reservations

Automatic teardown of circuits

Federated authentication (eduGAIN compliant)
Basic-level monitoring of circuits (Ethernet, SDH)

Enhanced GUI (with Google maps, control plain
details, user profiles etc.)




International capabilities via IDC
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GEANTN
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Future steps

AutoBAHN transition to service
User demand drives timetable
Rollout in European NRENSs + backbone
Operational support
Integration in the multi-domain service portfolio of GEANT
Following evolution in NSI-WG
Research activities
New technologies
New features
Evolution of IDC protocol
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New services

Backbone upgrade to 40 Gb/s
Successful test on the Geneva-Milan link
Test ongoing on Geneva-Frankfurt
Enhanced Security Services

Deployment of tools in the GEANT CORE for easier detection and
investigation of malicious traffic (DDoS, scanning, worm spread)

Improve security in the NRENs by taking (coordinated) actions in
the core

Continuous enhancement of the monitoring services
Each connectivity service will come with its monitoring service
New tools been deployed
Proactive detection of failures and anomalies
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Monitoring for IP services:

-
. AN
perfSONAR MDM tool GEANTN

GEANT multi-domain monitoring (MDM) tool: perfSONAR

Objective:
Correctly, efficiently and quickly identify network problems
Provide fast, reliable and uninterrupted network communication
Track issues across multiple domains

Strategy:
perform network monitoring actions in different network domains
make the information available thanks to a common protocol

cross-domain monitoring capability

access network performance metrics from across multiple
domains
network problems and performance bottlenecks can be traced and
eliminated quickly
proactively identify and prevent problems before service disruption
occurs
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End-to-End Monitoring GE ANT*v

Each domain installs software probes to capture up/down status of
their links from network hardware

This status info sent to PerfSONAR MP or MA:
Collecting network status info [UP / DOWN only]
Historical archive for network status info
Checks info and reformats into XML for collection by E2EMon

E2E Monitoring System
Queries PerfSONAR MPs & MAs
Concatenates DLs & IDLs to form E2E Links
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Support: Service Desk

. %A%
GEANTN

Single point of contact

Focus on monitoring and supporting network and services
provided

Dedicated personnel
Network Service Desk (GEANT NOC)

Application Service Desk (Monitoring, Application
support, i.e. perfSONAR)

Continuous interaction with problem management to
iImprove products and services
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Use case:
LHCOPN Monitoring




LHC-OPN

Large Hadron Collider — Optical Private Network (LHC-
OPN):
Dedicated network to support LHC experiment
Large amount of data in a grid environment
Network architecture is organized in Tiers

Primary users are researchers around different
institutes

Challenges involves multi-domain environment
Shared infrastructure to support research

Large amount of data — reason to have a dedicated
network
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Monitoring LHC-OPN

. AT
GEANTN

12 sites (1 Tier0, CERN, and 11 Tier1), across Europe, America, Asia
Focus of monitoring: Network Layer (IP) and Physical Layer (Links)
Regular Active Point-to-Point Measurements

One-Way Delay, Achievable Bandwidth, Historical Traceroute
Changes

Regular Passive Point-to-Point Measurements
Utilization, Input Errors, Packet Discards
Customized version of perfSONAR MDM service
Visualization tools accessible through web portal

Monitoring tools, hardware and operating system packed in monitoring
boxes,

To be easily deployed at any location
Remotely accessible by the service desk for operations and support
Managed service (homogeneous installations, low overhead for TO/T1)
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perfSONAR Visualization Tools

. AT
GEANTN

Data accessed via: LHC-OPN Portal
Provides a central location to reach available visualization tools

Authenticates users via Multi-Domain methods
Information available:

Links connecting all Sites

Utilization Data

One-Way Delay

Traceroute Outputs

E2E Monitoring
Monitors spans of circuits placed in different network domains
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LHC-OPN Portal

GEANT?Z2
perfS@NAR

| Home | Help | FAQs

@

Internal WFAYF Service

Flease select your Home Site from the following list and press the Go! button

[CESNET v| | Got

CESNET

CARNET

DFN

|RESTENA i g
- - adl ia Credits  Legal  Contact

Eﬂﬂ@ﬁﬂﬁﬂﬁﬁﬁﬂ§

GRNET

HUNGARMET

RedIRIS Identity Provider

SURFnet

SWITCH

Unifacs
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LHC-OPN Portal

GEANT?Z2
perfS@NAR

| Home | Help | FaQs

-

Welcome to the LHCOPN perfSONAR MDM
monitoring and performance
measurement web site

LHCOPN Weather
Map

©More info

BUser guide

E2E Monitoring

eore info

@Us=er guide

E:

PerfSOMAR LI

@nore info

BUser guide

- European Commission Information Society and Media

HADES
Performance
Measurement

BMore info

Blser guide

Domenico Vicinanza | Log Out

)

Alarm Service
(Prototype)

©More info
BUser guide

credits Legal Comtact
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Weathermap

"
Weathermap Overview [ Link Metrics I Link Detailed status Friday 14 fwg 2009 Time: GMT - 12:58
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E2E Monitoring

Status of E2E Link CERN-ASGC-LHCOPN-003

Time of State Aggregration: 2009-08-14, 14:53:53 GMT (Cycle time: 60 5.)

Operational State: Up
Administrative State: Normal Oper.
Error: EZE Linkis not contiguous (End Point missing or gap found)

Operational state is not known for all involved links
Administrative state is not known for all involved links

Domain NETHERLIGHT GEANT2

Link e L We8® |  sssssmEEEEs r al ™ B | llleseresnninn

Structure = *[? > e > o0«

Type EndPoint  [DPartinfo 1D PartInfo Demarc Domain Link Demarc ID PartInfo

Local Name NETHERLIGHT- AMSTERDAM- GEANT2- ams-gen LHC CERN- GEANT2- Geneva-fra-gen-

AMS ams-fra-och1 AMS SURFNET 07014 GEN och1

State Oper. - - Up - Up - Up

State Admin. Normal Oper. Normal Oper. Normal Oper.
. 2009-08-14 2009-08-14 2009-08-14

Bl T11-07:47 0+0000 T11-07:47 0+0000 T11-07:47 0+0000

Fage generated at 2009-08-14, 14:54:.04 GMT

NETHERLIGHT (
L?... _:"P q@.". ..........
D Part Info EndPaint IO Partinfo D Partl

NETHERLIGHT-

GEN SH13-CH
Up

Narmal C

2009-03

T17 19 444
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erfSONAR-UI: Interfaces

“ Perfsonarll-+0.15a

Circuits

File Interfaces BWTL Looking Glass

: Interfaces || Circuits | BWCTL | LUUidn_g_ Glass Il _FiUWSA___ .F;Ia_!'_g_mund_

FlowsSs  Playground  Help

perfS@®NAR
| aueryoptons 2|

BWCTL Destination
B TL MPJSaurce

Execute query = H

Estimate RTT
Clear

Transport laver

Test Duration (=)

Type of Service bits

BWICTL Login

@& TCP
RTT {ms)

> UDP

TCP Window Size (bytes) |

Reporting Inkerval ()

Password |

If wou wish ko see the Expected maximum theoretical bandwidth (TCP window size * RTT) both RTT walue and a window size must be entered

Result

Interwval:
Interval:
Interval:
Interval:
Interval:
Interval:
Interval:
Interval:
Interwval:
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Intercwval:

Iy
[m]
|
L IS e "R Y O I LV
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I

£

£

(109920576 bits/sec)
(667778880 hits/sec)
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(232012800 bits/sec)
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950
200
850
800
720
700
G50
600
550
500
450
400
350
300
250
200
150
100

Mbps

B e e e e e e e e e e e

10

i
[§]
w
i
u
o
=
®
o]

sec

connect - communicate - collaborate




urC:?

IT-IMFM-CHMAF-HADE= —> HNDGF—-HADES
za

i : : : - s
23 — e
=E — i : : = min
s Z1 —
=
- 20—
£
= 12 —
1=
17
1 i
= t I t
g - mME
S mec
q — - mir
@B 2z
=
-—
. ]
=
= -2
—q —
5 —
-
—_ 5 f 1 f
i - lo=s=
a
=
(=]
]
=%
-—
7]
2 : i {
— o T T T T T t T T T T T t T T T T T t T T T T
Ll alel [Sg-p il Ry elul 15 s oz
! ZO09-—05—14 !
From |2009-08-14.00:00:00 till | 2009-058-14.23:59:549

Graph #0 (owrd) 3w it

Graph #0 {owd) symb ol stvle: Symbol— Square = |Stwle— solid  Sizme=— 1 et
Graph #1 (owdw) w hrmat:

Graph #1 {(owdv) syvmbol style: Symbol= Sqguare ~ |Stwle=— solid w |Size=— 1 ~
[ Submit ][ Fasat ]

connect

- communicate - collaborate




Alarms Service

prototype)

- -3
Nagios

* Home

Current Network Status

Last Upcsted: Fri Aug 14 15:00:00 BST 2009
Updated every 90 seconds

Magios® 3.0.6 - wwww nadios.org

Logged in as

®* Documentation

Wiy History For all hosts:
Wienwy Motifications For Al Hosts

Wiy Host Status Detail For A Hosts

Monitoring

»

Host Detail
% Hostgroup Overview
® Hostgroup Summary
® Hostgroup Grid
Siservicegroup Overview CERM
fSiservicegroup Summary
% 5ervicegroup Grid
%/ 5tatus Map
% 3-D Status Map

®Service Problems
®uUnhandled

® Host Problems
®unhandled

% Network Outages

S Comments
®* Downtime

® Process Info
S performance Info
% 5cheduling Queue

Reporting

* Trends

% Availability
Siplert togram
% alert History
Sialert Summary
®iNotifications

% Event Log

Configuration

%/ ¥iew Config

151 3-c-rftec-1 cern.ch-GinabitFthernet 1210 -
INTERF ACE COMGESTICN
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INTERFACE ERRORS

151 5-c-rttec-1 .cern.ch-GigabiEthernet 12/ -
INTERFACE COMGESTION
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INTERFACE ERRORS
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INTERFACE COMGESTICN

151 3-c-ritec-1 .cern.ch-GigabitEthernet 1240 -
INTERFACE ERRORS

151 3-c-rftec-1 cern.ch-GinabitFthernet 12011 -
INTERF ACE COMGESTICN

151 3-c-rftec-1 cern.ch-GinabitFthernet 12011 -
INTERFACE ERRORS

151 3-c-ritec-1 .cern.ch-GigabitEthernet 124 2 -
INTERFACE COMNGESTION
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INTERFACE ERRORS
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INTERF ACE COMGESTICN

151 3-c-rftec-1 cern.ch-GigabitEthernet 1243 -
INTERFACE ERRORS

151 3-c-rftec-1 cern.ch-GinabitFthernet 12014 -
INTERF ACE COMGESTICN

151 3-c-rftec-1 cern.ch-GinabitFthernet 12514 -
INTERFACE ERRORS

151 3-c-rftec-1 cern.ch-GigabitEthernet 1245 -
INTERFACE COMGESTION

151 3-c-rftec-1 cern.ch-GinabitFthernet 12015 -
INTERFACE ERRORS

1531 3-c-rftec-1 cern.ch-GinabitEthernet 1216 -
INTERF ACE COMGESTICN

151 3-corftec-1 cern.ch-GinabitEthernet 1246 -

17 oK
17 ok
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Host Status Totals

Service Status Details For All Hosts
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Service Status Totals
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Ok for INTERFACE_COMGESTION - valid &t Fri Aug 14 14:54:39 BST 20039 for
151 3-c-rftec-1 .cern.ch - GigabitEthernet 120

Ok for INTERFACE_ERRORS - walicd st Fri Aug 14 14:54:40 BST 2009 for
151 Z-c-rftec-1 .cern.ch - GigabitEthernet 120

Ok for INTERFACE_COMGESTION - valid &t Fri &g 14 14:54:43 BST 2009 for
151 3-c-rftec-1 .cern.ch - GigabitEthernet 124

Ok for INTERFACE_ERRORS - valid at Fri Aug 14 145427 BST 2009 far
151 3-c-rftec-1 .cern.ch - GigabitEthernet 124

Ok for INTERFACE_COMGESTION - walid st Fri Aug 14 14:54:37 BST 2009 for
151 Z-c-rftec-1 .cern.ch - GigabitEthernet 12410

Ol for INTERFACE_ERRORS - walid at Fri Aug 14 14:54:41 BST 2009 for
151 3-c-rftec-1 cern.ch - GigabitEthernet 1240

Ok for INTERFACE_COMGESTION - valid &t Fri Aug 14 14:54:41 BST 2009 for
151 3-c-rftec-1 .cern.ch - GigabitEthernet 12411

Ok for INTERFACE_ERRORS - valid at Fri Aug 14 14:54:35 BST 2009 for
151 3-c-rftec-1.cern.ch - GigabitEthernet 12511

Ol for INTERFACE_COMGESTION - walid st Fri Aug 14 14:54:23 BST 2009 for
151 3-c-rftec-1 .cern.ch - GigabitEthernet 1242

Ok for INTERFACE_ERRORS - valid at Fri Aug 14 14:54:535 BST 2009 far
151 3-c-rftec-1 .cern.ch - GigabitEthernet 12412

Ok for INTERFACE_COMGESTION - walid st Fri Aug 14 14:54:25 BST 2009 for
151 3-c-rftec-1 .cern.ch - GigabitEthernet 12413

Ok for INTERFACE_ERRORS - walicd at Fri Aug 14 14:54:41 BST 2009 for
151 3-c-rftec-1 .cern.ch - GigabitEthernet 1243

Ok for INTERFACE_COMGESTION - valid &t Fri Awg 14 14:54:31 BST 2009 for
151 3-c-rftec-1.cern.ch - GigabitEthernet 12414

Ok for INTERFACE_ERRORS - valid at Fri Aug 14 14:54:33 BST 2009 for
151 3-c-rftec-1 .cern.ch - GigabitEthernet 12414

OH for INTERFACE_COMGESTION - walid st Fri Aug 14 14:54:39 BST 2009 for
151 3-c-rftec-1 cern.ch - GigabitEthernet 1245

Ok for INTERFACE_ERRORS - walid at Fri Aug 14 14:54:533 BST 2008 for
151 3-c-rftec-1.cern.ch - GigabitEthernet 12413

Ok for INTERFACE_COMNGESTION - valid &t Fri Aug 14 14:54:29 BST 2003 for
151 3-c-rftec-1.cern.ch - GigabitEthernet 12416

Ok for INTERFACE_ERRORS - valid at Fri &ug 14 14:54:29 BST 2009 for
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Conclusions

GRIDs are:
Complex and heterogeneous infrastructures
Naturally multi-domain environments
Autobahn:
Support for future reservations
Federated authentication (eduGAIN compliant)
Monitoring + Enhanced GUI
Multi-domain monitoring:
Advanced monitoring infrastructures and management is required
perfSONAR architecture/protocol can be used
A use case: LHCOPN monitoring
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