
6th International Conference on New Frontiers in Physics (ICNFP2017)

Contribution ID: 1122 Type: Talk

Logical Information Theory: New Foundations for
Classical andQuantum Information Theory

Thursday 24 August 2017 17:00 (30 minutes)

There is a new theory of information based on logic. The definition of Shannon entropy as well as the notions
on joint, conditional, and mutual entropy as defined by Shannon can all be derived by a uniform transforma-
tion from the corresponding formulas of logical information theory. Information is first defined in terms of
sets of distinctions without using any probability measure. When a probability measure is introduced, the
logical entropies are simply the values of the (product) probability measure on the sets of distinctions. The
compound notions of joint, conditional, and mutual entropies are obtained as the values of the measure, re-
spectively, on the union, difference, and intersection of the sets of distinctions. These compound notions of
logical entropy satisfy the usual Venn diagram relationships (e.g., inclusion-exclusion formulas) since they
are values of a measure (in the sense of measure theory). The uniform transformation into the formulas for
Shannon entropy is linear so it explains the long-noticed fact that the Shannon formulas satisfy the Venn dia-
gram relations—as an analogy or mnemonic—since Shannon entropy is not a measure in the sense of measure
theory) on a given set.
What is the logic that gives rise to logical information theory? Partitions are dual (in a category-theoretic
sense) to subsets, and the logic of partitions was recently developed in a dual/parallel relationship to the
Boolean logic of subsets (the latter being usually mis-specified as the special case of “propositional logic”).
Boole developed logical probability theory as the normalized counting measure on subsets. Similarly the nor-
malized counting measure on partitions is logical entropy–when the partitions are represented as the set of
distinctions that is the complement to the equivalence relation for the partition.
The ‘classical’ logical notion of entropy extends directly to the quantum case where a partition is replaced by
the direct-sum decomposition defined by the eigenspaces of an observable. The multivariate notions of joint,
conditional, and mutual logical entropy extend directly to the corresponding quantum notions for commuting
observables.
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Author: Dr ELLERMAN, David (University of California Riverside)

Presenter: Dr ELLERMAN, David (University of California Riverside)

Session Classification: Workshop on Quantum Foundations and Quantum Information

Track Classification: Workshop on Quantum Foundations and Quantum Information


