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Precision physics session

• Precision tests of the Standard Model   
     → high-precision predictions of EW observables with higher-order radiative corrections 

                   global EW fit (Erler, Pfeiffer)
                   improvement on parametric uncertainties (Nomura, Mackenzie)
    → high-precision measurements of EW observables

                   lepton-flavour violation experiments (Mihara)

                   at hadron colliders (Croft, Azzurri)
                   progress in the evaluation of higher-order radiative corrections (Di Vita) 

                                 in the development of simulation codes (Piccinini)
    → towards an estimate of the uncertainties affecting EW measurements, with special focus on MW

• Test of the gauge and scalar sectors of the SM 

    → automation of EW calculations for many particle processes (Le Duc, Shao) allows to study

        high-energy regimes with QCD and EW interactions in the same simulation tool

    → EFT formulation of BSM effects (Marzocca)

    → Experimental results with diboson final states (Li)

 (from a test of the EW sector to a fully entangled QCDxEW test of the SM)
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Predictivity of the Standard Model
• The Standard Model is a renormalizable gauge theory based on SU(3) x SU(2)L x U(1)Y

• The gauge sector of the SM lagrangian is assigned specifying (g,g’,v,λ) in terms of 4 measurable inputs

• More observables can be computed and expressed in terms of the input parameters, including the 

available radiative corrections, to all orders in perturbation theory 

• The validity of the SM can be tested comparing these predictions with the corresponding 

experimental results

• A convenient choice for the inputs is (g,g’,v,λ) ↔ (α,Gμ,MZ,MH)

• MW and sin²θeff are important predictions of the SM, 

    because of their indirect sensitivity to new physics via virtual effects

• Stability of the EW vacuum → new constraints between the SM parameters      (mtop, MH, …)

• What are the limiting factors to improve the precision of SM predictions?
    Missing higher orders? Parametric uncertainties?

• How do we measure EW precision observables?
    What is the theoretical contribution to the systematic error?



The W boson mass: theoretical prediction

LSM = LSM (α, Gµ, mZ ;mH ;mf ;CKM)

∆r = ∆r(mt, mH , ...)
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Possible interpretation of the MW measurement

1.2 Electroweak precision physics 27

All MSSM points included in the results have the neutralino as LSP and the sparticle masses pass the
lower mass limits from direct searches at LEP. The Higgs and SUSY masses are calculated using FeynHiggs
(version 2.9.4) [121, 122, 123, 124, 125]. For every point, it was tested whether it is allowed by direct Higgs
searches using the code HiggsBounds (version 3.8.0) [126, 127]. This code tests the MSSM points against
the limits from LEP, Tevatron and the LHC.

The results for MW are shown in Fig. 1-8 as a function of mt, assuming the light CP -even Higgs h in the
region 125.6± 0.7(3.1) GeV in the SM (MSSM) case. The red band indicates the overlap region of the SM
and the MSSM. The leading one-loop SUSY contributions arise from the stop sbottom doublet. However
requiring Mh in the region 125.6± 3.1 GeV restricts the parameters in the stop sector [128] and with it the
possible MW contribution. Large MW contributions from the other MSSM sectors are possible, if either
charginos, neutralinos or sleptons are light.

The gray ellipse indicates the current experimental uncertainty, whereas the blue and red ellipses shows the
anticipated future LHC and ILC/GigaZ precisions, respectively (for each collider experiment separately) of
Table 1-12, along with mt = 172.3± 0.9 (0.5, 0.1) GeV for the current (LHC, ILC) measurement of the top
quark mass. While, at the current level of precision, SUSY might be considered as slightly favored over the
SM by the MW -mt measurement, no clear conclusion can be drawn. The smaller blue and red ellipses, on
the other hand, indicate the discrimination power of the future LHC and ILC/GigaZ measurements. With
the improved precision a small part of the MSSM parameter space could be singled out.
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Figure 1-8. Predictions for MW as a function of mt in the SM and MSSM (see text). The gray, blue and
red ellipses denote the current, and the target LHC and ILC/GigaZ precision, respectively, as provided in
Table 1-12.

In a second step we apply the precise ILC measurement of MW to investigate its potential to determine
unknown model parameters. Within the MSSM we assume the hypothetical future situation that a light
scalar top has been discovered with mt̃1

= 400 ± 40 GeV at the LHC, but that no other new particle has
been observed. We set lower limits of 100 GeV on sleptons, 300 GeV on charginos, 500 GeV on squarks of
the third generation and 1200 GeV on the remaining colored particles. The neutralino mass is constrained

Community Planning Study: Snowmass 2013

MW can be computed as a function of 
(α, Gμ, MZ, MH; mtop,...)    
in different models
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different dependence on the neutralino mass M₂ 
of the MW prediction in the MSSM and NMSSM
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MW prediction in the SM

re-evaluation of the MW prediction, with an MSbar calculation 
 
                    MW = 80.357 ± 0.009 ± 0.003 GeV     (parametric and missing higher orders)

includes the full 2-loop EW result, higher-order QCD corrections, resummation of reducible terms
central value obtained with the 2014 top mass world average mt=173.34 ±0.76exp±0.3th GeV
                                                                                          Δαhad(MZ) = 0.02750±0.00033

MW varies  with mtop:           Δmt=+1 GeV           →  ΔMW = +6 MeV
                  with Δαhad(MZ):     Δαhad(MZ)=+0.0003  → ΔMW = -6 MeV

a simultaneous variation of both parameters by 1σ may increase MW up to 80.370 GeV
                                                                           or  decrease MW  down to 80.345 GeV

the comparison of this MSbar calculation with the corresponding one in the OS scheme
      suggests that missing higher orders might have a residual effect of O(6 MeV)

G.Degrassi, P.Gambino, P.Giardino, arXiv:1411.7040



Global EW fit of the Standard Model

2 Update of the global electroweak fit 9
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Figure 2: Contours at 68% and 95% CL obtained from scans of MW versus mt (top) and MW versus sin2✓`e↵
(bottom), for the fit including MH (blue) and excluding MH (grey), as compared to the direct measurements
(vertical and horizontal green bands and ellipses). The theoretical uncertainty of 0.5 GeV is added to the
direct top mass measurement. In both figures, the corresponding direct measurements are excluded from
the fit. In the case of sin2✓`e↵ , all partial and full Z width measurements are excluded as well (except in
case of the orange prediction), besides the asymmetry measurements.
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Figure 2: Contours at 68% and 95% CL obtained from scans of MW versus mt (top) and MW versus sin2✓`e↵
(bottom), for the fit including MH (blue) and excluding MH (grey), as compared to the direct measurements
(vertical and horizontal green bands and ellipses). The theoretical uncertainty of 0.5 GeV is added to the
direct top mass measurement. In both figures, the corresponding direct measurements are excluded from
the fit. In the case of sin2✓`e↵ , all partial and full Z width measurements are excluded as well (except in
case of the orange prediction), besides the asymmetry measurements.

with the MH input the SM lagrangian (gauge sector) is assigned,  
the EW fit can determine the preferred MW (2-loop EW+h.o.) and mtop (free parameter)
       or MW and sin²θeff

       and check the compatibility of the SM hypothesis with the experimental measurements

the result of the global EW fit of the SM 
yields a result for MW with an error ΔMW=8 MeV  smaller than the one of the direct measurement
                           mtop=173.81 ±0.85 GeV compatible with the world average top mass 
                                  
ΔMW=8 MeV is smaller than the estimate from the analysis of MW alone (Degrassi, Gambino, Giardino)

GFitter, arXiv:1407.3792
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Determination of Δαhad(MZ)

Byproducts: QED coupling at the Z-boson mass

⋆ α(M2
Z): the least well known among {Gµ,MZ,α(M2

Z)},
which are used as input to precision electroweak fits.
⋆ Running of α

α(M2
Z) =

α

1 − ∆αlep(M2
Z) − ∆α(5)

had(M
2
Z) − ∆αtop(M2

Z)

where ∆αlep(M2
Z) = 0.03149769 (Steinhauser),

∆αtop(M2
Z) = − 0.0000728(14) and α = 1/137.035999679(94)

(PDG10).

⋆ Similar dispersion relation: (=⇒ byproduct of ahad,LOµ )

∆α(5)
had(s) = −

αs

3π
P

∫
R(s′)ds′

s′(s′ − s)

⋆ Our results: ∆α(5)
had(M

2
Z) = (276.3 ± 1.4) × 10−4,

α(M2
Z)

−1 = 128.944 ± 0.019.
D. Nomura (Nat. Inst. Tech., Kagawa) Calculation of αQED(M2

Z) and g − 2 Sept. 26, 2016 28 / 31

Mackenzie                                                           Nomura



 Hard scattering in hadronic collisions
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The prediction of the hadron level cross section
requires

● best description of the partonic cross section
   including fixed- and all-orders radiative corr.
   QCD, EW, mixed QCDxEW
    (SM, MSSM,…,EFT,…)

● accurate and consistent description of the
   QCD environment  
   including PDFs, intrinsic partonic kt,…
   ● we are aiming at measuring the hard-scattering parameters (EW masses, EW and Higgs couplings,…)

    in a hadronic environment 
    → we need to separate  long from short distance physics (factorization, resummation scales)
    → define (pseudo-)observables stable w.r.t. the description of the environment 
        (need to include multiple parton emissions)
    → define for these observables an uncertainty associated to the environment

• the measurement of pseudo-observables is in general model (theory+environment) dependent
    (theoretical systematic error)
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The Drell-Yan process and EW measurements
Observables quantities accessible via counting experiments
                    cross sections and asymmetries

Pseudo-Observables quantities that are functions of the cross section and symmetries
                               require a model to be properly defined
                              ·the Z boson mass at LEP as the pole of the Breit-Wigner resonance factor
                              ·the W mass at hadron collider as the fitting parameter of a template fit procedure
                                 the templates are computed in a model (typically the SM)

Template fit ·several histograms describing a differential distribution are computed with 
                     the highest available theoretical accuracy and degree of realism in the detector simulation
                     letting the fit parameter (e.g. MW) vary in a range
                  ·the histogram that best describes the data selects the preferred, i.e. measured, MW value

                  ·the result of the fit depends on the hypotheses used to compute the templates
                     these hypotheses should be treated as theoretical systematic errors
                  ·more accurate calculations, properly implemented in Monte Carlo event generators
                      are needed to reduce this systematic error
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MW determination at hadron colliders: observables and techniques

●MW extracted from the study of the shape of the  
  lepton-pair transverse mass, lepton transverse momentum, missing transverse momentum distributions
  thanks to the jacobian peak that enhances the sensitivity to MW

●Transverse mass:  important detector smearing effects,  moderate impact from the ptW modelling
  Lepton pt:            moderate detector effects,                extremely sensitive to the ptW modelling 
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Experimental Observables 

5 EPS-HEP Stockholm   18/07/2013 T.Kurca for D0 Collaboration 

pT(e) 
 most affected by pT(W)   

MT 
 less sensitive to transverse motion of W 
- sensitive to detector resolution effects 

          No pT(W)  
   pT(W) included 

  Detector effects  

  extract W mass from 3 observables transversal to the beam direction:   
               Electron pT 
               W transverse mass MT 
               Missing ET 

  complementary observables, not completely correlated 
   

 

)cos1(2 Q
Q IeT

e
TT EEM '� 

the ptW modelling strongly depends on the all-order treatment of the QCD corrections
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●Challenging shape measurement: 
  a distortion at the few per mil level of the distributions yields a shift of O(10 MeV) of the MW value
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MW determination at hadron colliders: observables and techniques
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● Which corrections shall we need to keep under control?



CDF, arXiv:1311.0894 D0, arXiv:1310.8628

Breakdown of uncertainties on MW estimated by CFD and D0

3 items of theoretical systematic uncertainty 
    are framed in red in the CDF and D0 tables

are weak effects relevant? do we need only QED?

perturbative QCD uncertainties are not quoted!

what is the correct procedure to evaluate
perturbative and non-perturbative QCD uncertainties?
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Figure 1: Measurements of the W-boson mass
by the LEP and Tevatron experiments.

and Bose-Einstein correlations (BEC) between quarks from dif-

ferent W’s (8 MeV) are included. The mass difference between

qqqq and qqℓνℓ final states (due to possible CR and BEC effects)

is −12±45 MeV. In a similar manner, the width results obtained

at LEP have been combined, resulting in ΓW = 2.195 ± 0.083

GeV [1].

The two Tevatron experiments have also identified common

systematic errors. Between the two experiments, uncertainties

due to the parton distribution functions, radiative corrections,

and choice of mass (width) in the width (mass) measurements

are treated as correlated. An average W width of ΓW = 2.046±

0.049 GeV [2] is obtained. Errors of 20 MeV and 7 MeV

accounting for PDF and radiative correction uncertainties in this

width combination dominate the correlated uncertainties. At

the 2012 winter conferences, the CDF and D0 experiments have

December 18, 2013 12:01
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Roadmap towards an estimate of the uncertainties on EW param’s

• Improve the calculation of exact matrix elements with higher order

        see talk by Di Vita 

• Embed available matrix elements into Monte Carlo event generators

        see talk by Piccinini

• Estimate the size of available and missing higher orders

        see arXiv:1606.02330 for a systematic comparison of different available codes

• Consider in a global effort all the uncertainties of the description of the QCD environment

     still in progress

• Combine QCD-environment and perturbative uncertainties



Alessandro Vicini - University of Milano                                                                                                                                                                            CERN, June 8th 2016

Available codes compared in arXiv:1606.02330
● codes included in the study
   
    DYNNLO, FEWZ,                                                                        NNLO-QCD 

    POWHEG,                                                                                     (NLO+PS)-QCD 
    DYNNLOPS, SHERPA NNLO+PS,                                          (NNLO+PS)-QCD 

    RADY, SANC,                                                                              NLO-EW  and NLO-QCD 
    PHOTOS,                                                                                       QED-FSR

    HORACE, WINHAC, WZGRAD,                                               NLO-EW,(NLO+PS)-EW 
    POWHEG BMNNP, POWHEG BMNNPV, POWHEG BW     (NLO+PS)-(QCD+EW) 

● authors involved

      S. Aliolia1 , A.B. Arbuzova2 ,a3 , D.Yu. Bardina2 , L. Barz`ea4 , C. Bernaciaka5 , S.G. Bondarenkoa2,a3, C. Carloni Calamea6, M. Chiesaa4,a6, S. Dittmaiera7, 
      G. Ferreraa8 , D. de Floriana9 ,a10 , M. Grazzinia11 , S. Ho ̈chea12 , A. Hussa13 , S. Jadacha14 , L.V. Kalinovskayaa2 , A. Karlberga15 , F. Kraussa16 , Y. Lia17 , 
      H. Martineza4,a6 , G. Montagnaa4,a6 , A. Mu ̈cka18 , P. Nasona19 , O. Nicrosinia6 , F. Petrielloa20 ,a21 , F. Piccininia6 , W. Placzeka22 , S. Prestela12 , E. Rea23 , 
      A.A. Sapronova2 , M. Sch ̈onherra13 , C. Schwinna7 , A. Vicinia8 , D. Wackerotha5 ,a24 , Z. Wasa14, G. Zanderighia1

● repository with the codes (or links) and instructions to run them to reproduce the benchmarks

    https://twiki.cern.ch/twiki/bin/view/Main/DrellYanComparison



Comments on the assessment of the theoretical uncertainty
● several higher-order effects which are available to DY observables
   have been classified in arXiv:1606.02330 
   they are not an uncertainty,
   they should be either added in the simulations or quoted in the theoretical systematic error
      e.g. at O(α²) additional lepton-pair production

● all the missing higher orders which are not available can only be guessed
   the estimate is observable dependent
       · for observables stable under the inclusion of radiative effects (rapidity, invariant/transverse mass)
             the QCD uncertainty can be studied e.g. with canonical scale variations
             the propagation to mixed QCDxEW corrections should be safely stable

       · for observables sensitive to radiative effects it is necessary to use matched calculations
            → the QCD uncertainty should account also for the matching uncertainty
            → careful extrapolation from purely EW estimates to QCDxEW estimates
                 e.g lepton-pair production effect on the lepton ptl distribution in presence of QCD 
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Impact of EW corrections on the MW determination

Templates accuracy: LO MW shifts (MeV)
W+ ! µ+⌫ W+ ! e+⌫

Pseudodata accuracy MT p`T MT p`T

1 Horace only FSR-LL at O(↵) -94±1 -104±1 -204±1 -230±2
2 HoraceFSR-LL -89±1 -97±1 -179±1 -195±1
3 HoraceNLO-EW with QED shower -90±1 -94±1 -177±1 -190±2
4 HoraceFSR-LL + Pairs -94±1 -102±1 -182±2 -199±1
5 PhotosFSR-LL -92±1 -100±2 -182±1 -199±2

Table 2: W mass shifts (in MeV) due to di↵erent QED/EW contributions and lepton-pair radiation, for
muons and bare electrons at 14 TeV LHC. The shift uncertainty comes from the statistics of the MC
samples and is estimated from the rule ��2 ⌘ �2��2

min = 1. The templates are computed at LO without
any shower correction, the pseudodata with the accuracy and the QED e↵ects as indicated in the table.

at the LHC. All the numbers in table 2 are computed using the same templates with LO accuracy611

without any QCD correction, neither fixed-order nor from Parton Shower.612

In general, one can see that for the two most important observables, i.e. MT and p`T , the shifts613

are of similar size, of the order of 100 MeV for muons and 200 MeV for bare electrons. This is614

just a direct consequence of the fact that the EW corrections, dominated by QED FSR, give to615

MT and p`T a very similar relative e↵ect, when normalized to LO predictions for the production616

model, as it will be discussed in Section 6.617

Notice that these di↵erences, obtained for LHC energies, are valid to a large extent for the618

Tevatron as well. Actually, the QED and lepton-pair corrections to the determination of the W619

mass are in practice independent of the nominal c.m. energy. This because these theoretical620

contributions are driven by logarithmic terms of the form L = ln(ŝ/m2
`), where m` is the mass of621

the radiating particle. Independently of the accelerator energy, the resonance condition ŝ ' M2
W622

always holds, the mass of the W boson being extracted from the shape of distributions around623

their Jacobian peaks.624

Comparing the di↵erent lines of table 2, it can be noticed that:625

• 1 vs. 2: the contribution due to multiple photon emission, dominated by O(�2) terms626

(ABBIAMO MAI DEFINITO �? forse vale la pena richiamare la definizione) coming from627

two-photon radiation, amounts to some MeV for muons and to about 20 - 30 MeV for bare628

electrons, because of the very di↵erent impact of lepton-mass dependent collinear logarithms.629

This is in agreement with previous studies at Tevatron energies, where the contribution of630

multiple FSR is taken into account using Photos .631

• 2 vs. 3: the contribution of non-logarithmic NLO EW corrections is a small e↵ect, at a few632

MeV level, for both muons and electrons, and independently of the considered observable.633

This result emphasizes the dominant rôle played by QED FSR at LL level within the full634

set of NLO EW corrections.635

• 2 vs. 4: the O(↵2) contribution due to lepton-pair radiation is of about 5 MeV for muons636

and 3 MeV for electrons, when considering the W mass shifts from fits to the transverse mass637

distribution. It is a not negligible e↵ect given the present accuracy of the measurement at638

17

1·the first final state photon dominates the correction on MW

2·multiple photon radiation has still a sizeable O(-10%) effect

3·subleading QED and weak effects are negligible, O(1-2 MeV)

4·additional pair production is not negligible, with a shift ranging from 3 to 5 MeV

5·the agreement between PHOTOS and HORACE QED-PS is acceptable, 
   given the subleading differences of the two implementations

Carloni Calame, Chiesa, Martinez, Montagna, Nicrosini, Piccinini, AV, in preparation

estimate of shifts based on a template fit approach  



Comments on the assessment of the theoretical uncertainty
● several higher-order effects which are available to DY observables 
   have been classified in arXiv:1606.02330 
   they are not an uncertainty,
   they should be either added in the simulations or quoted in the theoretical systematic error
      e.g. at O(α²) additional lepton-pair production

● all the missing higher orders which are not available can only be guessed
   the estimate is observable dependent
       · for observables stable under the inclusion of radiative effects (rapidity, invariant/transverse mass)
             the QCD uncertainty can be studied e.g. with canonical scale variations
             the propagation to mixed QCDxEW corrections should be safely stable

       · for observables sensitive to radiative effects it is necessary to use matched calculations
            → the QCD uncertainty should account also for the matching uncertainty
            → careful extrapolation from purely EW estimates to QCDxEW estimates
                 e.g lepton-pair production effect on the lepton ptl distribution in presence of QCD 
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Combination of QCD and EW corrections: POWHEG results

the difference between red and blue is due to mixed QCDxQED terms

Do QCD corrections preserve the QED effects ?

(these effects are already taken into account in the Tevatron and LHC analyses)
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Figure 1: Relative e↵ect due to lepton pair corrections on theW transverse mass distribution, forW ! µ⌫
(left plot) and W ! e⌫ (right plot) decays at the Tevatron (

p
s = 1.96 TeV). The plot shows the relative

di↵erence between the Horace-3.1 predictions for multiple FSR with and without pair emission.

radiated particles, i.e. by electron pair emission, which is a direct consequence of Eq. (4). Around285

the Jacobian peak, the pair correction amounts to about 0.1÷ 0.2% for both the decay channels286

and modifies the shape of the transverse mass distribution, similarly to the e↵ect introduced by287

photon emission [17, 19,23,66].288

3.3 Powhegwith QCD and EW corrections289

The implementation of the CC DY process in Powheg is documented in [69], at NLO QCD290

accuracy. The extension to include both NLO QCD and NLO EW corrections for this process291

in Powheg is documented in [52] [53] [ [70] ?]. In this implementation, the overall cross section292

has NLO QCD � EW accuracy, and the real radiation can be of QCD as well as QED origin.293

According to the Powhegmethod, the cross section for a given process is written as:294

d� =
X

fb

B̄fb(�n) d�n

(
�fb(�n, p

min
T )

+
X

↵r2{↵r|fb}

⇥
d�rad ✓(kT � pmin

T )�fb(�n, kT )R(�n+1

)
⇤
¯�↵r
n =�n

↵r

Bfb(�n)

)
(5)

The function B̄fb gives the (QCD�EW) NLO inclusive cross section, and the term between295

curly brackets controls the hardest emission (for more details on the notation, see [67]). The296

inclusion of NLO EW corrections, with respect to the version including only QCD corrections,297

amounts to a modification of B̄fb in order to include the virtual and real QED contributions, and298

the addition of subtraction couterterms and collinear remnants corresponding to the new singular299

regions, i.e. the ones associated with the emission of a soft/collinear photon by a hard scattering300

quark or a soft photon by the final state lepton. It is worth reminding that in [52] [53] the final301

state leptons have been treated with full mass dependence, in order to deal in a proper way with all302
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● POWHEG NLO-(QCD+EW) 
   ·it has NLO-(QCD+EW) accuracy on the total cross section
   ·it describes with exact matrix elements the hardest parton (gluon, quark, photon) emission
   ·it includes to all orders QCD and QED effects via Parton Shower

One remark on POWHEG

the virtual QCD and EW corrections (and the integral over radiation of the real corrections)
      are included in the Bbar function,  factored in front of the curly bracket
      contribute to the correct NLO normalisation of the distributions independently of the number of
             additional partons
      have a minor role when we consider the shape of the distributions

this structure differs with respect to fixed-order calculations (additive formulation)
      where virtual corrections modify 
             the contribution only of the lowest multiplicity cross section (no additional partons) 
             and in turn the shape of the distributions
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Comments on the QCD uncertainties

● The MW determination requires not only the fit of CC-DY observables
        but also, for calibration purposes, several ancillary measurements of NC-DY quantities like e.g.
       ·lepton-pair invariant mass (Mℓℓ) and rapidity distribution, …
       ·transverse momentum (ptZ)
   These additional observables form a more constrained system, 
         with more information and possibly with reduced uncertainties

● A QCD uncertainty on MW is present 
       because our templates are computed at finite order in perturbation theory.

       It has to be estimated including all the CC and NC observables involved in the fit 

● The QCD scales (renormalisation, factorisation, resummation) have no physical meaning 
      (the exact result is independent of them) and can not be measured.

      A convenient choice of the QCD scales may optimise the χ² of the global fit
                                                                 can not remove the QCD uncertainty
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● The QCD uncertainty is due to a list of partially entangled factors:
     ·pQCD scales (renormalization, factorisation, resummation)
     ·matching uncertainty (POWHEG vs MC@NLO vs SHERPA; DYNNLOPS vs UN2LOPS)
     ·size of non-perturbative transverse momentum contributions, Parton Shower tune
     ·collinear PDF uncertainty (entering also in the Parton Shower tune)
     ·initial state heavy quarks treatment

● A variation of each of these parameters in the CC-DY observables alone 
    may lead to an overestimate of the uncertainty on MW
    → the inclusion of the NC DY “ancillary” calibration observables 
        is needed to perform a consistent estimate of the uncertainty (?)

         we are fitting all these observables in the same model: 
             some choices have to be consistent
             (e.g. if we used a given PDF replica in NC-DY, we should use the same in CC-DY simulation)
             other choices are less constrained  (e.g. pQCD scales in CC-DY and NC-DY)
         the correlation (if any) of the observables reduces the uncertainty on the MW determination
             (ratios W/Z, Giele, Keller, hep-ph/9704419)

   → the inclusion of more DY observables (CC and NC)
         may help to further constrain the system:
         e.g. the role of a MW measurement from ptl at LHCb to reduce the PDF uncertainty   

Comments on the QCD uncertainties



Questions

● Should we clearly state that the MW measurement is a global fit of several observables, 

    (MT(W), ptlep(W), ptlep(Z),pt(Z), Y_Z, …) with MW as fit parameter and a global χ²?

● How sensitive is the result for MW e.g. to a “mismodeling” of the data (e.g. ptZ)?

● Can a proper treatment of correlations (cfr. formulation of QCD uncertainties) 

    between the different DY observables  reduce the sensitivity of MW to the “mismodeling” ?

    (the presence of the “mismodeling” would be signalled by a bad χ²)

    Can we reduce the MW dependence on QCD contributions at low pt?
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PDF uncertainty affecting MW extracted from the ptlep distribution
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Conservative estimate of the PDF uncertainty, obtained from the CC-DY channel alone,
using a template fit approach:
distributions obtained with POWHEG+PYTHIA 6.4, different PDF replicas are treated as pseudodata

● The PDF uncertainty over the relevant ptl range is almost flat, of O(2%)
    the normalized distributions have an uncertainty below the O(0.5%) level, 
          still sufficient to yield large MW shifts  

● Given a reference PDF set  (NNPDF2.3 replica 0)
   we estimate which would be the difference in the fit of the data
   if we would use a different PDF replica in the preparation of the templates

    We combine the resulting MW values according to the prescriptions of the different groups

G.Bozzi, L.Citelli, AV, arXiv:1501.05587
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according to the PDF4LHC recipe [18] and by measuring the half-width �

PDF

of the resulting band.
We include, in the evaluation of the envelope, the results of the sets CT10, MSTW2008CPdeut and
NNPDF2.3, because they are based on the same sets of data, making their comparison homoge-
neous. These results are presented in Table 2. We observe that the spread �

sets

represents a
large contribution, up to 35% of the overall uncertainty . In Table 3 we compute the envelope
of the results obtained with two more modern PDF sets, namely NNPDF3.0 and MMHT2014, which
include public data from the LHC. We observe that the width of the envelope ranges between 16
and 32 MeV, depending on the collider energy and kind and on the final state; more interesting,
the spread of the two central values is below 5 MeV in the W� case at the LHC, while it is above
15 MeV in the W

+ case and at the Tevatron.
From Table 5 we can appreciate the impact of the inclusion of the new LHC data, which have

been used in the determination of the NNPDF3.0 set. Beside a few MeV o↵set for the central
values, it is possible to observe a small (few MeV) reduction of the PDF uncertainty, which is
roughly 20% smaller than the one computed with NNPDF2.3.

The dependence of the PDF uncertainty with the collider energy is illustrated in Table 4, using
the NNPDF3.0 PDF set.

no p

W

? cut p

W

? < 15 GeV
�

PDF

(MeV) �
sets

(MeV) �

PDF

(MeV) �
sets

(MeV)
Tevatron 1.96 TeV 27 16 21 15

LHC 8 TeV W

+ 33 26 24 18
W

� 29 16 18 8
LHC 13 TeV W

+ 34 22 20 14
W

� 34 24 18 12

Table 2: Half-width �

PDF

of the envelope of the PDF uncertainty intervals by CT10,
MSTW2008CPdeut and NNPDF2.3. Corresponding spread �

sets

of the central predictions.

no p

W

? cut p

W

? < 15 GeV
�

PDF

(MeV) �
sets

(MeV) �

PDF

(MeV) �
sets

(MeV)
Tevatron 1.96 TeV 16 4 9 15

LHC 8 TeV W

+ 32 33 21 21
W

� 22 6 12 0
LHC 13 TeV W

+ 30 24 18 16
W

� 23 16 11 5

Table 3: Same as in Table 2, now considering only the two recent PDF sets NNPDF3.0 and
MMHT2014.
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the PDF4LHC recipe defines 
the half-width of the envelope δPDF  
and the spread of the central values Δsets
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● Modern individual PDF sets provide not-pessimistic estimates , ΔMW ~ O(10 MeV),
   but the global envelope still shows large discrepancies of the central values

● The Tevatron analyses did not adopt the PDF4LHC approach

● Conservative analysis (only CC-DY values have been included)

PDF uncertainty affecting MW extracted from the ptlep distribution

no ptW cut ptW < 15 GeV 

G.Bozzi, L.Citelli, AV, arXiv:1501.05587
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PDF uncertainty affecting MW and acceptance cuts

The dependence of the MW PDF uncertainty on the acceptance cuts provides interesting insights

● the additional cut on PTW reduces the MW uncertainty
   • suppression of the large-x region
   • steeper shape of the ptlep distribution, closer to Born

G.Bozzi, L.Citelli, AV, arXiv:1501.05587

3.4 PDF uncertainty dependence on the acceptance cuts

The results presented in Section 3.3 have been obtained imposing on the leptons the basic cuts
of Table 1. The dependence of the m

W

PDF uncertainty on additional cuts on the lepton-pair
transverse momentum p

W

? or on the charged-lepton pseudorapidity acceptance interval is presented
in Table 6. This study suggests possible optimizations of the event selection, to minimize the PDF
uncertainty impact. We observe that the region at large p

W

? yields an important contribution

normalized distributions
cut on p

W

? cut on |⌘
l

| CT10 NNPDF3.0

inclusive |⌘
l

| < 2.5 80.400 + 0.032� 0.027 80.398± 0.014
p

W

? < 20 GeV |⌘
l

| < 2.5 80.396 + 0.027� 0.020 80.394± 0.012
p

W

? < 15 GeV |⌘
l

| < 2.5 80.396 + 0.017� 0.018 80.395± 0.009
p

W

? < 10 GeV |⌘
l

| < 2.5 80.392 + 0.015� 0.012 80.394± 0.007

p

W

? < 15 GeV |⌘
l

| < 1.0 80.400 + 0.032� 0.021 80.406± 0.017
p

W

? < 15 GeV |⌘
l

| < 2.5 80.396 + 0.017� 0.018 80.395± 0.009
p

W

? < 15 GeV |⌘
l

| < 4.9 80.400 + 0.009� 0.004 80.401± 0.003
p

W

? < 15 GeV 1.0 < |⌘
l

| < 2.5 80.392 + 0.025� 0.018 80.388± 0.012

Table 6: LHC 8 TeV, W+ production. Impact of di↵erent acceptance cuts. The two cuts pl? > 25
GeV and /E

T

� 25 GeV are always applied. In the first four rows we vary the cut on p

W

? , for fixed
|⌘

l

| interval. In the second four rows we vary the pseudorapidity acceptance, with p

W

? < 15 GeV.
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? cut) distribution
(right plot).

to the PDF uncertainty, which can be reduced by a suitable cut on this variable. A tight cut like
p

W

? < 10 GeV could bring the uncertainty below the 10 MeV level. The experimental problem to
accurately select the events that pass the cut can be a limiting factor for the improvement in this
direction.
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The dependence of the MW PDF uncertainty on the acceptance cuts provides interesting insights
G.Bozzi, L.Citelli, AV, arXiv:1501.05587

3.4 PDF uncertainty dependence on the acceptance cuts

The results presented in Section 3.3 have been obtained imposing on the leptons the basic cuts
of Table 1. The dependence of the m

W

PDF uncertainty on additional cuts on the lepton-pair
transverse momentum p

W

? or on the charged-lepton pseudorapidity acceptance interval is presented
in Table 6. This study suggests possible optimizations of the event selection, to minimize the PDF
uncertainty impact. We observe that the region at large p

W

? yields an important contribution

normalized distributions
cut on p

W

? cut on |⌘
l

| CT10 NNPDF3.0

inclusive |⌘
l

| < 2.5 80.400 + 0.032� 0.027 80.398± 0.014
p

W

? < 20 GeV |⌘
l

| < 2.5 80.396 + 0.027� 0.020 80.394± 0.012
p

W

? < 15 GeV |⌘
l

| < 2.5 80.396 + 0.017� 0.018 80.395± 0.009
p

W

? < 10 GeV |⌘
l

| < 2.5 80.392 + 0.015� 0.012 80.394± 0.007

p

W

? < 15 GeV |⌘
l

| < 1.0 80.400 + 0.032� 0.021 80.406± 0.017
p

W

? < 15 GeV |⌘
l

| < 2.5 80.396 + 0.017� 0.018 80.395± 0.009
p

W

? < 15 GeV |⌘
l

| < 4.9 80.400 + 0.009� 0.004 80.401± 0.003
p

W

? < 15 GeV 1.0 < |⌘
l

| < 2.5 80.392 + 0.025� 0.018 80.388± 0.012

Table 6: LHC 8 TeV, W+ production. Impact of di↵erent acceptance cuts. The two cuts pl? > 25
GeV and /E

T

� 25 GeV are always applied. In the first four rows we vary the cut on p

W

? , for fixed
|⌘

l

| interval. In the second four rows we vary the pseudorapidity acceptance, with p

W

? < 15 GeV.
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Figure 5: Shape of the di↵erential distribution d�/dx for di↵erent p

W

? cuts (left plot). Ratio of
the previous shapes with di↵erent pW? cuts with respect to the inclusive (no p

W

? cut) distribution
(right plot).

to the PDF uncertainty, which can be reduced by a suitable cut on this variable. A tight cut like
p

W

? < 10 GeV could bring the uncertainty below the 10 MeV level. The experimental problem to
accurately select the events that pass the cut can be a limiting factor for the improvement in this
direction.
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● cut on the lepton pseudorapidity

   • the normalized ptlep distribution, integrated over the whole
      lepton-pair rapidity range, does not depend on x and
      depends very weakly on the PDF replica

   • the central rapidity region is the most uncertain

   • PDF sum rules →
      non trivial compensations between different rapidity intervals
                                            among different flavors
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correlation of parton-parton luminosities
with the ptl bin 40.5 GeV

normalized cross section differential in partonic x
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Summary

● Estimating the theoretical uncertainties plays a crucial role in the comparison 

    between theoretical predictions and experimental data for precision EW observables

● A clear definition of the procedure to estimate the QCD uncertainty on the MW determination

   (i.e. in a global fit of several observables) 

   can provide guidelines to extract EW parameters from hadron collider observables
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Back-up slides



Report on precision calculations for DY     Alioli et al, arXiv:1606.02330

● modern MC event generators are complex tools, 
   their results out-of-the-box should be checked before starting any analysis
   →  first goal of the report:  provide a set of benchmark results computed by the authors of the codes

● the relevance of different available higher-order corrections can be appreciated only in a
   systematic classification framework, with a common unit that allows a sensible comparison
   →  second goal of the report: higher-order corrections expressed as percentage corrections
                                                using (N)NLO results as unit

● combination of (fixed- and all-orders) QCD and EW corrections
  →  third goal of the report: discussion of some available analytical and MC results

● the residual theoretical uncertainty is a complex topic, observable dependent;
    the report does not make an assessment of the uncertainty
    but provides some examples useful to spot the dominant sources of ambiguity
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Master Integrals for the evaluation of DY processes at O(ααs) 

So this is what we computed Bonciani, Mastrolia, Schubert, DV 16

(a1) (a2)

(b1) (b2) (b3)

(c1) (c2)

S. Di Vita (DESY) 2L MIs for QCD⇥EW corrections to DY 12 / 25

R. Bonciani, S. Di Vita, P. Mastrolia, U. Schubert, arXiv:1604.08581

thin lines    massless
thick lines   massive
topologies b and c were not known

2 masses topologies evaluated with the same mass

SM results, where both W and Z appear,
 can be evaluated with an expansion in ΔM=MZ-MW

49 MI identified (8 massless, 24 1-mass, 17 2-masses)
solution of differential equations expressed in terms of
iterated integrals (mixed Chen-Goncharov representation)
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80.2 80.3 80.4 80.5 80.6
MW [GeV]

0.2300

0.2305

0.2310

0.2315

0.2320

0.2325

0.2330

si
n2 e

ef
f

mt = 170 .. 175 GeV

SM:MH = 125.6 ± 0.7 GeV

MSSM
SM, MSSM Heinemeyer, Hollik, Weiglein, Zeune et al. ’13

experimental errors 68% CL / collider experiment:

LEP/SLD/Tevatron
LHC
ILC/GigaZ AFB (LEP)

ALR (SLD)

The weak mixing angle: prediction, parametric unc. and BSM tests

sin²θeff varies  with mtop:           Δmt=+1 GeV           →  Δ sin²θeff = +  3.1  10⁻⁵
                     with Δαhad(MZ):     Δαhad(MZ)=+0.0003  → Δ sin²θeff  = +10.4  10⁻⁵

M.Awramik, M. Czakon, A. Freytas, arXiv:hep-ph/0608099
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          in neutral current Drell-Yan and the measurement ofAFB sin2 �W

AFB(Ml+l�) =
F (Ml+l�)�B(Ml+l�)
F (Ml+l�) + B(Ml+l�)

cos �⇥ = f
2

M(l+l�)
�

M2(l+l�) + p2
t (l+l�)

[p+(l�)p�(l+)� p�(l�)p+(l+)]

p± =
1⇥
2
(E ± pz) f =

|pz(l+l�)|
pz(l+l�)

F (Ml+l�) =
� 1

0

d⇥

d cos ��
d cos �� B(Ml+l�) =

� 0

�1

d⇥

d cos �⇥
d cos �⇥

➔ the asymmetry is larger in the LHCb acceptance region

● At            ,           is exactly zero: LHC is a symmetric collider (pp) and the asymmetry 
                                                    of q-qbar and qbar-q initiated processes cancels

● At large         , the different weight of q-qbar and qbar-q initiated processes leaves
        a residual asymmetry: the larger       , the more pronounced   

● The asymmetry is due to the difference between valence and sea components of the 
   quark densities

YZ

YZ = 0

YZ

AFB

AFB
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          at  ATLAS/CMS  and at  LHCbAFB

LHCb

ATLAS / CMS

-0.4
-0.3
-0.2
-0.1

 0
 0.1
 0.2
 0.3
 0.4
 0.5

 60  70  80  90  100  110  120

A F
B

Mll (GeV)

ATLAS/CMS and LHCb, AFB, Born, LHC 7 TeV

NNPDF2.1
CT10

MSTW

stronger asymmetry at LHCb
the asymmetry vanishes for 
region of maximal sensitivity to             around MZ,  i.e. where         is still small

Mll � 88.5 GeV
sin2 �W AFB

acceptance cuts: |�l| < 2.5
2.0 < �l < 4.5

pl
� > 25 GeV ATLAS / CMS

LHCb
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Sensitivity of              to a variation ofAFB sin2 �W

� sin2 ⇥W = 0.0001

sin2 �lep
eff = 0.23146± 0.00012best PDG value

can we measure            with an accuracy of few parts in         ,  to extract                  ?AFB 10�4 sin2 �W

�AFB = AFB(sin2 ⇥W + � sin2 ⇥W )�AFB(sin2 ⇥W � � sin2 ⇥W )
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Available simulation tools (partial list)
● analytic resummation of log(ptV/MV) with NNLL accuracy:     ResBos arXiv:hep-ph/9704258                
                                  with NNLO-QCD + NNLL accuracy     DYRes  arXiv:1507.06937     

● event generator with NLO-QCD + QCD-PS:                        POWHEG arXiv:0805.4802

                                                                                             MC@NLO arXiv:hep-ph/0204244  

● event generator with NNLO-QCD + QCD-PS accuracy:        DYNNLOPS arXiv:1407.2940

                                                                                              SHERPA@NNLO with UN²LOPS
                                                                                                 arXiv:1405.3607 

● QED FSR multiple photon description:                                  Photos       Comput.Phys.Commun. 79 (1994) 291-308 

                                                                                             HORACE 1.0 hep-ph/0303102, hep-ph/0502218

                                                                                             PYTHIA QED arXiv:0710.3820

● NLO-EW corrections :                                                         WZGRAD hep-ph/9807417, hep-ph/0108274

                                                                                             RADY hep-ph/0109062, arXiv:0911.2322

                                                                                             SANC  arXiv:hep-ph/0506110 , arXiv:0711.0625

● event generator with NLO-EW + QED-PS:                            HORACE 3.1 hep-ph/0609170, arXiv:0710.1722

● event generator with NLO-(QCD+EW) + (QCD+QED)-PS:   POWHEG arXiv:1201.4804,
                                                                                                                                                                      arXiv:1202.0465, arXiv:1302.4606
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Combination of QCD and EW corrections: POWHEG results

● LO  vs  LO+PHOTOS   shows the bulk of FSR-QED effect,    the LO shape is preserved
 
● POWHEG(QCD)+PYTHIA(QCD) shows the huge impact of QCD corrections on the lepton pt
                                                                       mild                                                     W  MT

● POWHEG(QCD)+PYTHIA(QCD)+PHOTOS  shows the impact of  i)  QED-FSR
                                                                                                       ii) mixed QCDxQED terms
                                                                                  on top of the pure QCD description

● POWHEG(QCD,EW)+PYTHIA(QCD)+PHOTOS  adds subdominant QED/EW terms
                                                                              absent in PHOTOS

Alessandro Vicini - University of Milano                                                                                                                                                                  ICISE, September 28th 2016 

POWHEG-V2 POWHEG-V2
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Combination of QCD and EW corrections: POWHEG results

Crucial role played by the algorithm that matches fixed-order results and Parton Shower
    in presence of two competing interactions

What is the impact of the full set of NLO-EW corrections?
   POWHEG(QCD,EW) +PYTHIA(QCD) + PHOTOS
      vs
   POWHEG(QCD) + PYTHIA(QCD) + PHOTOS
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Is the impact of EW corrections preserved in a QCD environment ? 

Templates accuracy: LO MW shifts (MeV)
W+ ! µ+⌫ W+ ! e+⌫

Pseudodata accuracy MT p`T MT p`T

1 Horace only FSR-LL at O(↵) -94±1 -104±1 -204±1 -230±2
2 HoraceFSR-LL -89±1 -97±1 -179±1 -195±1
3 HoraceNLO-EW with QED shower -90±1 -94±1 -177±1 -190±2
4 HoraceFSR-LL + Pairs -94±1 -102±1 -182±2 -199±1
5 PhotosFSR-LL -92±1 -100±2 -182±1 -199±2

Table 2: W mass shifts (in MeV) due to di↵erent QED/EW contributions and lepton-pair radiation, for
muons and bare electrons at 14 TeV LHC. The shift uncertainty comes from the statistics of the MC
samples and is estimated from the rule ��2 ⌘ �2��2

min = 1. The templates are computed at LO without
any shower correction, the pseudodata with the accuracy and the QED e↵ects as indicated in the table.

at the LHC. All the numbers in table 2 are computed using the same templates with LO accuracy611

without any QCD correction, neither fixed-order nor from Parton Shower.612

In general, one can see that for the two most important observables, i.e. MT and p`T , the shifts613

are of similar size, of the order of 100 MeV for muons and 200 MeV for bare electrons. This is614

just a direct consequence of the fact that the EW corrections, dominated by QED FSR, give to615

MT and p`T a very similar relative e↵ect, when normalized to LO predictions for the production616

model, as it will be discussed in Section 6.617

Notice that these di↵erences, obtained for LHC energies, are valid to a large extent for the618

Tevatron as well. Actually, the QED and lepton-pair corrections to the determination of the W619

mass are in practice independent of the nominal c.m. energy. This because these theoretical620

contributions are driven by logarithmic terms of the form L = ln(ŝ/m2
`), where m` is the mass of621

the radiating particle. Independently of the accelerator energy, the resonance condition ŝ ' M2
W622

always holds, the mass of the W boson being extracted from the shape of distributions around623

their Jacobian peaks.624

Comparing the di↵erent lines of table 2, it can be noticed that:625

• 1 vs. 2: the contribution due to multiple photon emission, dominated by O(�2) terms626

(ABBIAMO MAI DEFINITO �? forse vale la pena richiamare la definizione) coming from627

two-photon radiation, amounts to some MeV for muons and to about 20 - 30 MeV for bare628

electrons, because of the very di↵erent impact of lepton-mass dependent collinear logarithms.629

This is in agreement with previous studies at Tevatron energies, where the contribution of630

multiple FSR is taken into account using Photos .631

• 2 vs. 3: the contribution of non-logarithmic NLO EW corrections is a small e↵ect, at a few632

MeV level, for both muons and electrons, and independently of the considered observable.633

This result emphasizes the dominant rôle played by QED FSR at LL level within the full634

set of NLO EW corrections.635

• 2 vs. 4: the O(↵2) contribution due to lepton-pair radiation is of about 5 MeV for muons636

and 3 MeV for electrons, when considering the W mass shifts from fits to the transverse mass637

distribution. It is a not negligible e↵ect given the present accuracy of the measurement at638
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• 5 vs. 6: the shifts induced by mixed O(↵↵s) corrections are independent of the QED radia-728

tion model. In fact the shifts 5 and 6 agree at the level of 1 MeV, within the statistical error,729

both for MT and pT in the case of muons and dressed electrons. This can be understood by730

the fact that the hardest QED final state photon is described, in both approaches, with NLO731

matrix element accuracy and the QED LL shower simulates only higher-order e↵ects. As a732

consequence, the di↵erences stemming from di↵erent QED simulations between Pythia and733

Photos start from O(↵2) and are below the 1 MeV target uncertainty.734

The assessment of the uncertainty for the Tevatron as explained in the second item above, is,735

in our opinion, one of the most important and original aspects of our study.736

5.4.2 Results for the LHC737

The results of the same analysis addressed in Section 5.4.1 for the Tevatron are given in Table 5738

under LHC conditions. Similar remarks on the comparison between Pythia and Photos, as well739

as on mixed QCD-EW corrections, apply in this case.740

Templates: NLO-QCD+QCDPS MW shifts (MeV)
W+ ! µ+⌫ W+ ! e+⌫(dres)

Pseudodata accuracy QED FSR MT p`T MT p`T

1 NLO-QCD+(QCD+QED)PS Pythia -95.2 ± 0.6 -400 ± 3 -38.0 ± 0.6 -149 ± 2
2 NLO-QCD+(QCD+QED)PS Photos -88.0 ± 0.6 -368 ± 2 -38.4 ± 0.6 -150 ± 3
3 NLO-(QCD+EW)+(QCD+QED)PS Pythia -101.8 ± 0.4 -423 ± 2 -45.0 ± 0.6 -179 ± 2
4 NLO-(QCD+EW)+(QCD+QED)PS Photos -94.2 ± 0.6 -392 ± 2 -45.2 ± 0.6 -181 ± 2
5 NLO-(QCD+EW)+(QCD+QED)PS(two-rad) Pythia -89.0 ± 0.6 -371 ± 3 -38.8 ± 0.6 -157 ± 3
6 NLO-(QCD+EW)+(QCD+QED)PS(two-rad) Photos -88.6 ± 0.6 -370 ± 3 -39.2 ± 0.6 -159 ± 2

Table 5: W mass shifts (in MeV) due to multiple QED FSR and mixed QCD-EW corrections, in terms
of the two QED FSR models implemented in Pythia and Photos , when using Powhegwith NLO
QCD corrections as production model (first two lines) and Powhegwith NLO QCD+EW corrections
according to version V2 (third and fourth lines) and improved version described in Sect. 3 (fifth and sixth
lines), for muons and dressed electrons at the LHC. The shift uncertainty comes from the statistics of
the MC samples and is estimated from the rule ��2 ⌘ �2��2

min = 1. The templates are computed using
Powhegwith NLO QCD corrections with QCD shower implemented in Pythia and no QED corrections.
The statistical uncertainty is smaller than in other tables since we use larger MC samples with 4⇥108

events.

741

However, further considerations can be drawn by comparing the results of Table 5, where742

QCD corrections in the production model are taken into account, with those in Table 2, which743

correspond to LHC simulations at LO accuracy in QCD, but using the same set of EW input744

parameters and acceptance cuts. In particular, this comparison is meaningful for the W mass745

shifts obtained with Photos for the modeling of QED FSR in Table 5. One can notice that:746

• By comparing the results in the last line of table 2 with those in the second line of table 5, the747

shifts are largely independent of the presence of QCD corrections in the production model748

21

Lepton-pair transverse mass:  yes!

Lepton transverse momentum: no, the shift are sizeably amplified
                                                              (these effects are already taken into account in the Tevatron and LHC analyses)
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Effect of the NLO-EW matching on subleading QED contributions

• 5 vs. 6: the shifts induced by mixed O(↵↵s) corrections are independent of the QED radia-728

tion model. In fact the shifts 5 and 6 agree at the level of 1 MeV, within the statistical error,729

both for MT and pT in the case of muons and dressed electrons. This can be understood by730

the fact that the hardest QED final state photon is described, in both approaches, with NLO731

matrix element accuracy and the QED LL shower simulates only higher-order e↵ects. As a732

consequence, the di↵erences stemming from di↵erent QED simulations between Pythia and733

Photos start from O(↵2) and are below the 1 MeV target uncertainty.734

The assessment of the uncertainty for the Tevatron as explained in the second item above, is,735

in our opinion, one of the most important and original aspects of our study.736

5.4.2 Results for the LHC737

The results of the same analysis addressed in Section 5.4.1 for the Tevatron are given in Table 5738

under LHC conditions. Similar remarks on the comparison between Pythia and Photos, as well739

as on mixed QCD-EW corrections, apply in this case.740

Templates: NLO-QCD+QCDPS MW shifts (MeV)
W+ ! µ+⌫ W+ ! e+⌫(dres)

Pseudodata accuracy QED FSR MT p`T MT p`T

1 NLO-QCD+(QCD+QED)PS Pythia -95.2 ± 0.6 -400 ± 3 -38.0 ± 0.6 -149 ± 2
2 NLO-QCD+(QCD+QED)PS Photos -88.0 ± 0.6 -368 ± 2 -38.4 ± 0.6 -150 ± 3
3 NLO-(QCD+EW)+(QCD+QED)PS Pythia -101.8 ± 0.4 -423 ± 2 -45.0 ± 0.6 -179 ± 2
4 NLO-(QCD+EW)+(QCD+QED)PS Photos -94.2 ± 0.6 -392 ± 2 -45.2 ± 0.6 -181 ± 2
5 NLO-(QCD+EW)+(QCD+QED)PS(two-rad) Pythia -89.0 ± 0.6 -371 ± 3 -38.8 ± 0.6 -157 ± 3
6 NLO-(QCD+EW)+(QCD+QED)PS(two-rad) Photos -88.6 ± 0.6 -370 ± 3 -39.2 ± 0.6 -159 ± 2

Table 5: W mass shifts (in MeV) due to multiple QED FSR and mixed QCD-EW corrections, in terms
of the two QED FSR models implemented in Pythia and Photos , when using Powhegwith NLO
QCD corrections as production model (first two lines) and Powhegwith NLO QCD+EW corrections
according to version V2 (third and fourth lines) and improved version described in Sect. 3 (fifth and sixth
lines), for muons and dressed electrons at the LHC. The shift uncertainty comes from the statistics of
the MC samples and is estimated from the rule ��2 ⌘ �2��2

min = 1. The templates are computed using
Powhegwith NLO QCD corrections with QCD shower implemented in Pythia and no QED corrections.
The statistical uncertainty is smaller than in other tables since we use larger MC samples with 4⇥108

events.

741

However, further considerations can be drawn by comparing the results of Table 5, where742

QCD corrections in the production model are taken into account, with those in Table 2, which743

correspond to LHC simulations at LO accuracy in QCD, but using the same set of EW input744

parameters and acceptance cuts. In particular, this comparison is meaningful for the W mass745

shifts obtained with Photos for the modeling of QED FSR in Table 5. One can notice that:746

• By comparing the results in the last line of table 2 with those in the second line of table 5, the747

shifts are largely independent of the presence of QCD corrections in the production model748

21

PHOTOS and PYTHIA-QED  Parton Showers share Leading-Logarithmic accuracy
                                                                    differ at subleading level in the collinear region

The matching with the exact O(α) matrix elements shifts the differences one order higher

The results of lines 3 and 4 have been obtained with the old public version of POWHEG
which has been superseeded by the improved (two-rad) version (lines 5 and 6), 
with a separate handling of QCD and QED radiation
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Effect of the NLO-EW weak contributions

• 5 vs. 6: the shifts induced by mixed O(↵↵s) corrections are independent of the QED radia-728

tion model. In fact the shifts 5 and 6 agree at the level of 1 MeV, within the statistical error,729

both for MT and pT in the case of muons and dressed electrons. This can be understood by730

the fact that the hardest QED final state photon is described, in both approaches, with NLO731

matrix element accuracy and the QED LL shower simulates only higher-order e↵ects. As a732

consequence, the di↵erences stemming from di↵erent QED simulations between Pythia and733

Photos start from O(↵2) and are below the 1 MeV target uncertainty.734

The assessment of the uncertainty for the Tevatron as explained in the second item above, is,735

in our opinion, one of the most important and original aspects of our study.736

5.4.2 Results for the LHC737

The results of the same analysis addressed in Section 5.4.1 for the Tevatron are given in Table 5738

under LHC conditions. Similar remarks on the comparison between Pythia and Photos, as well739

as on mixed QCD-EW corrections, apply in this case.740

Templates: NLO-QCD+QCDPS MW shifts (MeV)
W+ ! µ+⌫ W+ ! e+⌫(dres)

Pseudodata accuracy QED FSR MT p`T MT p`T

1 NLO-QCD+(QCD+QED)PS Pythia -95.2 ± 0.6 -400 ± 3 -38.0 ± 0.6 -149 ± 2
2 NLO-QCD+(QCD+QED)PS Photos -88.0 ± 0.6 -368 ± 2 -38.4 ± 0.6 -150 ± 3
3 NLO-(QCD+EW)+(QCD+QED)PS Pythia -101.8 ± 0.4 -423 ± 2 -45.0 ± 0.6 -179 ± 2
4 NLO-(QCD+EW)+(QCD+QED)PS Photos -94.2 ± 0.6 -392 ± 2 -45.2 ± 0.6 -181 ± 2
5 NLO-(QCD+EW)+(QCD+QED)PS(two-rad) Pythia -89.0 ± 0.6 -371 ± 3 -38.8 ± 0.6 -157 ± 3
6 NLO-(QCD+EW)+(QCD+QED)PS(two-rad) Photos -88.6 ± 0.6 -370 ± 3 -39.2 ± 0.6 -159 ± 2

Table 5: W mass shifts (in MeV) due to multiple QED FSR and mixed QCD-EW corrections, in terms
of the two QED FSR models implemented in Pythia and Photos , when using Powhegwith NLO
QCD corrections as production model (first two lines) and Powhegwith NLO QCD+EW corrections
according to version V2 (third and fourth lines) and improved version described in Sect. 3 (fifth and sixth
lines), for muons and dressed electrons at the LHC. The shift uncertainty comes from the statistics of
the MC samples and is estimated from the rule ��2 ⌘ �2��2

min = 1. The templates are computed using
Powhegwith NLO QCD corrections with QCD shower implemented in Pythia and no QED corrections.
The statistical uncertainty is smaller than in other tables since we use larger MC samples with 4⇥108

events.

741

However, further considerations can be drawn by comparing the results of Table 5, where742

QCD corrections in the production model are taken into account, with those in Table 2, which743

correspond to LHC simulations at LO accuracy in QCD, but using the same set of EW input744

parameters and acceptance cuts. In particular, this comparison is meaningful for the W mass745

shifts obtained with Photos for the modeling of QED FSR in Table 5. One can notice that:746

• By comparing the results in the last line of table 2 with those in the second line of table 5, the747

shifts are largely independent of the presence of QCD corrections in the production model748

21

After the matching at NLO-(QCD+EW)
the impact on MW of weak contribution, of QED ISR and interferences is tiny

This conclusion is specific for MW,  because we study the shape of the distributions

The predictions for other observables significantly differ with and without the NLO-EW matching
     e.g. large invariant mass/transverse momentum regions where EW Sudakov logs are important
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Estimate of EW uncertainties via input scheme variation

Templates accuracy: LO MW shifts (MeV)
W+ ! µ+⌫

Pseudodata accuracy Input scheme MT p`T

1 HoraceNLO-EW ↵0 -101±1 -117±2
2 Gµ � I -112±1 -130±1
3 Gµ � II -101±1 -117±1
4 HoraceNLO-EW+QED-PS ↵0 -70±1 -81±1
5 Gµ � I -72±2 -83±1
6 Gµ � II -72±1 -82±2

Table 3: W mass shifts (in MeV) induced by di↵erent input scheme choices, at NLO-EW (lines 1, 2
and 3) and NLO-EW+ QED-PS (lines 4, 5 and 6) accuracy. The templates have been computed at LO
without any shower correction. Results for muons at the Tevatron.

• Since both versions of the “natural” Gµ scheme are a priori acceptable in the absence of678

a complete NNLO EW calculation, it follows from the results shown in line 6 that there is679

an intrinsic input scheme arbitrariness that induces an uncertainty on the W mass between680

1 MeV and 2 MeV.681

In summary, the uncertainty due to missing NNLO EW corrections, as estimated through682

input scheme variation, is a quite small e↵ect in comparison to other sources discussed in the683

paper.684

5.4 Mixed QCD-EW corrections685

This Section is devoted to the assessment of the theoretical uncertainty induced by mixed QCD-686

EW corrections. This contribution is presently neglected in the theoretical error estimate by the687

Tevatron collaborations. Nonetheless, it can be assessed using the state of the art of theoretical688

tools like Powheg v2 with NLO QCD+EW corrections (and the improved version described in689

Sect. 3, as already remarked).690

5.4.1 Results for the Tevatron691

In Table 4 we present the shifts due to multiple QED FSR and mixed QCD-EW corrections, for W692

production at the Tevatron, using Powheg in di↵erent approximations, with and without NLO693

EW corrections, and QED FSR as implemented in Pythia and Photos . We can notice that:694

• 1 vs. 2: there is a not negligible di↵erence between the predictions of Pythia and Photos695

for the QED FSR contribution. These di↵erences amount to about 8 ± 1 MeV for the696

transverse mass and to about 26 ± 5 MeV for the lepton pT for muons and disappear for697

dressed electrons. The di↵erence in size for the two observables will be explained in Section698

6 and derives from the di↵erent modeling of QED radiation in the two programs. Notice699

that this di↵erence is robust, as we carefully checked that the parameters and theoretical700

ingredients used in our Pythia simulations are fully consistent with those of Photos (same701

value of the electromagnetic coupling constant given by ↵(0), no pair radiation and negligible702

e↵ect of QED ISR in Pythia).703
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·different input schemes introduce different subsets of higher order corrections,
   beyond the formal accuracy of the calculation
    → the comparison probes the size of NNLO-EW corrections related to the LO couplings

·at fixed order NLO-EW α₀ and Gμ schemes differ by O(10 MeV):
   the virtual corrections affect only the 0-photons contribution to the distributions
   change of shape

·in the matched HORACE formulation the difference is reduced at the O(1 MeV) level (negligible)
  because the virtual corrections act in a prefactor common to all the events 
   (with different photon multiplicities) and do not affect the shape of the distributions

·how do these uncertainties behave when convoluted with QCD radiation?

·a full NNLO-EW calculation is not available  (only leading QED O(α²) contributions available)



DYRes  (NNLO-QCD + NNLL) with leptonic decays

Figure 8: Effect of qT resummation on the transverse mass (mT ) distribution for pp → W− → l−ν̄l
production at the LHC. Comparison of results of the fixed-order calculation at LO (cyan dotted),
NLO (green solid) and NNLO (black dot-dashed) with the resummed calculation at NLL+NLO
(red dashed) and NNLL+NNLO (blue solid) accuracy. The lower panels show the ratio between
the various results (excluding the LO result) and the NNLL+NNLO result.

cut, pWT < 30 GeV, on the transverse momentum pWT of the W boson (lepton pair). The results of
our calculation of the mT distribution and of the lepton momentum distributions are presented in
Fig. 8 and 9, respectively. The reference scale choice of the calculation is µF = µF = Q = mW/2.
In both figures we present the results of the fixed-order calculation at LO (cyan dotted), NLO
(green solid) and NNLO (black dot-dashed) accuracy and we compare them with the results of the
qT resummed calculation at NLL+NLO (red dashed) and NNLL+NNLO (blue solid) accuracy.
The lower panels show the ratio between the various results and the NNLL+NNLO result (the
ratio LO/(NNLL+NNLO) is not reported in the lower panels).

The mT distribution in the range mT < 90 GeV is presented in Fig. 8. We can consider two
regions: the large-mT region, aroundmT ∼ mW (we recall that we usemW = 80.385 GeV), and the
small-mT region. In the large-mT region, mT ∼> 70 GeV, we see that the perturbative prediction is
extremely stable against radiative corrections, and the stability is present both in going from NLO
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(a) (b)

Figure 9: Effect of qT resummation for pp → W− → l−ν̄l production at the LHC: (a) lepton pT
distribution and (b) missing pT distribution. The fixed-order and resummed results are denoted as
in Fig. 8.

to NNLO accuracy and with inclusion of resummation. This is a consequence of the well known
fact that the transverse mass is weakly sensitive to the transverse momentum of the W boson.
Formally, the mT distribution has no logarithmic corrections of the type ln(|mT −mW |/mW ), and
our qT resummed calculation does not spoil the stability of the fixed-order expansion. On the
contrary, in the small-mT region, we observe that the fixed-order predictions become unreliable.
The LO distribution is large at mT = 60 GeV, and both the NLO and NNLO distributions
become negative at mT ∼ 60 GeV. This (mis-)behaviour is due to the fact that the constraints
plT > 30 GeV and pνT > 30 GeV produce an unphysical boundary (and a stepwise behaviour) of
the mT distribution at mT = mT step = 60 GeV in the LO calculation. The boundary is due to
the LO kinematics p l

T + pν
T = qT = 0, and it disappears at higher orders since qT ̸= 0. The LO

boundary induces (integrable) logarithmic singularities of the type ln(1 − mT step/mT )2 at NLO
and beyond [97]. These logarithmic terms are resummed to all order by qT resummation, and the
singularities are absent in the resummed prediction [97], which is well behaved at the LO boundary
mT = mT step. We also note that the differences between the NLL+NLO and NNLL+NNLO results
are small at mT ∼ 60 GeV.

In Figs. 9 (a) and (b) we present the plT and pνT distributions, respectively. In the limit in
which the W boson is produced on shell, these distributions have an LO kinematical boundary at
mW/2. The finite width of the W boson (partially) smears this effect: at LO both the plT and pνT
distributions are strongly peaked at mW/2 (Jacobian peak) and quickly drop for pT ∼>mW/2. The
almost stepwise behaviour of the LO distribution produces large radiative corrections at NLO and
beyond (in the limit in which the W boson is produced on shell, these large corrections would
be integrable logarithmic singularities at each perturbative order [97]). The NLO and NNLO
distributions indeed display an unphysical peak at pT ∼ 42 GeV, which is an artifact of such
large corrections (singularities in the on-shell limit). The resummed predictions at NLL+NLO
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(a) (b)

Figure 5: Vector boson production at the LHC with lepton selection cuts. The NLL+NLO (red)
and NNLL+NNLO (blue) normalized qT spectra for Z/γ∗ production are compared with the CMS
data of Ref. [91] (left panel) and the ATLAS data of Ref. [92] (right panel). The scale variation
bands are obtained as described in the text. The inset plot shows the ratio of the data and of the
scale dependent NNLL+NNLO result with respect to the NNLL+NNLO result at central values of
the scales.

see that our NNLL+NNLO calculation describes the W production data within the perturbative
uncertainties. The NNLL+NNLO perturbative uncertainty is about ±8% at the peak, it decreases
to about ±4% at qT ∼ 15 GeV, and it increases again to about ±15% at qT = 50 GeV.

In Sect. 3.1 and in the first part of this Section, we have examined vector boson qT distributions
(without and with the application of acceptance cuts) and we have computed and studied the
effects that are produced by the all-order resummation of large logarithmically-enhanced terms
at small values of qT . Our related calculations are performed at complete NNLL+NNLO (and
NLL+NLO) accuracy. In the following part of this Section, we consider other observables that
are related to the qT distributions but in which fixed values of qT are not directly measured.
These observables are inclusive over qT within certain qT ranges. Since the bulk of the vector
boson cross section is produced at small values of qT , if the observable (indirectly) probes the
detailed shape of the production cross section in the small-qT region, the observable itself can
be very sensitive to high-order radiative corrections and to the qT resummation effects that we
can explicitly compute. This reasoning illustrates and justifies the physical (and quantitative)
relevance of qT resummation for other qT -related observables. In the second part of this Section
we study the quantitative impact of qT resummation on some observables.

At the formal level, our study of other observables implies that we are resumming high-order
logarithmic corrections (in case they are present) that appear in the computation of those ob-
servables. Strictly speaking, this resummation has to be performed on an observable-dependent
basis (see, e.g., Ref. [95]). Therefore, our observable-independent treatment (based on transverse-
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● NNLO accuracy on the total xsec matched with
    NNLL accuracy in the description of the low ptZ region

● good description of ptZ data in pure pQCD
    within the theory uncertainty bands
    no urgent need of a non-perturbative component

● remarkable stability of the MT distribution at the jacob. peak
   when including higher order corrections

● the lepton pt distribution is distorted at few % level
   when comparing   NLL+NLO   w.r.t. NNLL+NNLO

S. Catani, D. de Florian, G. Ferrera, M. Grazzini, arXiv:1507.06937
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results are almost indistinguishable, as expected. We also observe that we agree with data
within the errors for central rapidities. At high rapidity, however, there seems to be a
tension between data and our results. This discrepancy between data and pure NNLO
was already observed in the original ATLAS paper, although the NNLO results shown in
ref. [46] have a slightly larger uncertainty band since they also contain PDF uncertainties.
We note that, at the moment, the dominant error is coming from data. We therefore expect
the agreement to improve, as more data become available, although systematic errors are
non-negligible [46].

In Fig. 10 we now show the same comparison for the Z boson transverse momentum

Figure 10. Comparison to data from ref. [47] for the Z boson transverse distribution at 7 TeV LHC.
Normalised data compared to NNLOPS showered with Pythia8 (left plot, red) and Pythia6 (right
plot, blue). Uncertainty bands for the theoretical predictions are obtained by first normalising all
scale choices, as described in Sec. 3.1 and then taking the associated envelope of these normalised
distributions.
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Figure 11. As in previous figure, but with more luminosity, thinner binnings, and up to larger
values of pT,Z. Data are now from taken from ref. [49].
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• Matching of NNLO-QCD matrix elements with QCD-PS
        DYNNLOPS                                   A.Karlberg, E.Re, G.Zanderighi, arXiv:1407.2940 
        UN²LOPS+NNLO                          S.Hoeche, Y.Li, S.Prestel, arXiv:1405.3607

DYNNLOPS
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Figure 6. Comparison of NNLOPS prediction and NNLO+NNLL resummation for pT,Z at the
7TeV LHC. The NNLOPS prediction is shown at parton level with parton showering performed with
Pythia8 (left, red) and Pythia6 (right, blue). The resummed result is shown in green in both
panels. The lower panels show the ratio to the NNLO+NNLL resummation.

in the NNLO+NNLL result. In the case of Higgs production, instead, uncertainty bands

are wider, hence the predictions are more compatible. Changing the β parameter might

improve this agreement, although we recall that the NNLOPS prediction does not have NNLL

accuracy in this region. By comparing the two NNLOPS results shown in the two panels of

figure 6, we also observe that the spectra obtained with Pythia8 are typically ∼ 5 % harder

than those with Pythia6, a feature that was already noticeable in figure 4, and which will

be present also in other distributions where NNLOPS results are “only” NLO accurate. Few

percent differences between different NLO+PS results in these kinematic regions can be due

to subleading effects, such as differences in details of the two parton-shower algorithms, as

well as the use of different tunes. A comprehensive assessment of these issues goes beyond

the purpose of this work, and is therefore left for future work.

Another interesting observable to consider is the φ∗ distribution which is a measure of

angular correlations in Drell-Yan lepton pairs [45]. This observable is defined as [43]

φ∗ = tan

(
π −∆φ

2

)
sin θ∗ , (3.3)

where ∆φ is the azimuthal angle between the two leptons and θ∗ is the scattering angle

of the electron with respect to the beam, as computed in the boosted frame where the Z

boson is at rest. We note that ATLAS uses a slightly different definition of the angle θ∗,

and defines it as

cos θ∗ = tanh

(
yl− − yl+

2

)
. (3.4)

Since we will compare to ATLAS data in section 4.2, we will use the latter definition

throughout this work. In figure 7 we compare our NNLOPS simulation with the NLO+NNLL

resummation of ref. [43].7 From the definition of φ∗, it is clear that large values of φ∗

7We thank Andrea Banfi and Lee Tomlinson for providing us with their resummed results.

– 14 –

• Improvement of Wj (Zj) samples, done with the MiNLO approach and a modified Sudakov form factor
• The distribution has NLO accuracy through the whole ptV range  
• The NNLO accuracy on the inclusive observables is based on the rescaling with DYNNLO results
• The uncertainty bands have been obtained varying with a combination of ren./fact. scale variations
   of the Wj/Zj MiNLO generator and of the DYNNLO simulation
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FIG. 2. Transverse momentum and rapidity spectrum of the electron. The gray solid (blue hatched) band shows scale
uncertainties obtained by varying µR/F (µQ) in the range mll/2  µ  2mll.
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FIG. 3. UN2LOPS prediction for the transverse momentum spectrum of the Drell-Yan lepton pair in comparison to ATLAS
data from [39] (left) and CMS data from [38] (right). The gray solid (blue hatched) band shows scale uncertainties obtained
by varying µR/F (µQ) in the range mll/2  µ  2mll.

V. OUTLOOK

We have presented a simple method for matching NNLO calculations in perturbative QCD to existing parton
showers, based on the UNLOPS technique. In contrast to the original implementation of UNLOPS, the event generation
algorithm does not lead to large cancellations, and convergence of the Monte Carlo integration is much improved.
Remaining uncertainties of the method are related to the treatment of finite remainders of the virtual corrections after
UV renormalization and IR subtraction, and to the treatment of exceptional configurations in the hard remainder of
double real corrections. Our method can be applied to arbitrary processes, and it can be systematically improved by
using parton showers with higher logarithmic accuracy, which is currently an area of active research. The combination

• Matching of NNLO-QCD matrix elements with QCD-PS
        DYNNLOPS                                   A.Karlberg, E.Re, G.Zanderighi, arXiv:1407.2940 
        UN²LOPS+NNLO                          S.Hoeche, Y.Li, S.Prestel, arXiv:1405.3607

• The UNLOPS scheme merges 0-jet and 1-jet samples (it requires a merging scale), 
   it preserves the accuracy on the total xsec with the definition of a 0-jet bin which is not showered
• The UN²LOPS scheme extends the approach at O(alphas²)

• Important differences in the definition of the uncertainty bands between DYNNLOPS and UN²LOPS

UN²LOPS + NNLO
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Comparison of ptZ distributions, NNLO+PS QCD    arXiv:1606.02330
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Comparison of two different NNLO+PS matching schemes (DYNNLOPS and SHERPA UN²LOPS)
The impact of higher-order corrections is expressed in units NNLO-QCD.
Different definitions of the uncertainty bands (DYNNLOPS uses 21 scale combinations, 
                                                                    SHERPA separate muR, muF  and Q variations)
The two matchings differ only by several  percent (improvement w.r.t. NLO+PS) for ptV,
      but the uncertainty bands are not yet negligible.
We need a systematic study of the matching uncertainties on ptZ, 
      analogous to the one for the Higgs ptH of   Bagnaschi, Harlander, Mantler, AV, Wiesemann, arXiv:1510.08850
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Benchmark results: lepton-pair invariant mass, EW higher orders
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The effects are of O(1%), with the exception of the left tail of the Z resonance
where the large (+85%) FSR corrections enhances in turn all the O(α²) terms

multiple photon matched to NLO-EW
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Benchmark results: differential distributions, EW inputs
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The impact of the O(α²) and higher corrections is expressed in units NLO-EW.
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Benchmark results: lepton pt, EW higher orders
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Searching for BSM physics: Effective Field Theory approach
• Instead of testing the likelihood of the SM against the data 
    we can enlarge the content of the Lagrangian adding new sets of operators 
    classified according to their dimensionality, respecting the basic symmetries of the theory

• after LEP and Tevatron studies, we are looking after effects in the % realm, in multi boson production
• the tension comparing the data with the SM depends on the precision of the theoretical predictions

       → deviations are searched/expected at large energy scales 
       → both QCD and EW radiative corrections play an important role
       → many particles final states 
       → important role of automation tools to reach at least NLO-QCD and NLO-EW accuracy
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1 Introduction

Cubic and quartic self-interactions of the electroweak gauge bosons are present in the Stan-

dard Model (SM) due to the underlying non-abelian gauge symmetry, and are completely

fixed by the gauge couplings, namely, the electromagnetic coupling constant e and the

weak mixing angle s✓ ⌘ sin ✓W . This, however, is not the case in a general Beyond the

Standard Model (BSM) scenario. Therefore, processes that are sensitive to gauge boson

self-interactions are important tools used to search for nonstandard e↵ects.

In this work we focus on general BSM contributions to the cubic electroweak gauge

bosons interactions, employing the linear E↵ective Field Theory (EFT) framework, also

known as the Standard Model E↵ective Field Theory (SMEFT). In this model-independent

approach, the SM (with the Higgs embedded in an SU(2)L doublet) is extended by non-

renormalizable gauge-invariant operators with canonical dimensions D > 4 which encode

the e↵ects of some new physics with a mass scale ⇤ much larger than the electroweak scale.

The BSM e↵ects are thus organized as an expansion in 1/⇤, and the leading lepton-number-

conserving terms are O(⇤�2) generated by D = 6 operators in the SMEFT Lagrangian:

Le↵ = L
SM

+
X

i

c(6)i

⇤2

O(6)

i +
X

j

c(8)j

⇤4

O(8)

j + . . . . (1.1)

– 1 –

We are interested in diboson production at the LHC, which in general is sensitive to

many (linear combinations of) e↵ective operators. They can a↵ect the process through

their modifications of the couplings of gauge bosons to fermions, the gauge boson propa-

gators or the cubic interactions of the gauge bosons. However, once we take into account

LEP1 constraints [1, 2], CP-conserving observables in diboson production are e↵ectively

controlled by 3 combinations of EFT parameters at O(⇤�2) in the SMEFT, which we can

choose to be the 3 anomalous Triple Gauge Couplings (aTGC), {�g
1,z, �� ,�z}, defined as

follows [3, 4]:

L
tgc

= ie
�
W+

µ⌫W
�
µ �W�

µ⌫W
+

µ

�
A⌫ + ie

c✓
s✓

(1 + �g
1,z)

�
W+

µ⌫W
�
µ �W�

µ⌫W
+

µ

�
Z⌫

+ ie(1 + ��)Aµ⌫ W
+

µ W�
⌫ + ie

c✓
s✓

(1 + �z)Zµ⌫ W
+

µ W�
⌫

+ i
�ze

m2

W


W+

µ⌫W
�
⌫⇢A⇢µ +

c✓
s✓

W+

µ⌫W
�
⌫⇢Z⇢µ

�
, (1.2)

where c✓ =
q
1� s2✓ , �z = �g

1,z � s2✓
c2✓
�� . These aTGC can be computed in function of

Wilson coe�cients of D = 6 operators in Eq. (1.1), and they are formally of order

�g
1,z, �� , �z ⇠ c(6)

m2

W

⇤2

, (1.3)

so that in the SM limit all three aTGC vanish. Let us stress that in deriving this matching

one should be careful to redefine fields and input parameters in a way which satisfies the

property that after imposing LEP-1 bounds the aTGC are the only three unconstrained

parameters relevant to diboson production (see e.g. Refs. [1, 5–7]). The dictionary between

the aTGCs and Wilson coe�cients of D = 6 operators in various bases can also be found

in Appendix B (from Ref. [5]).

Any experimental observable (such as di↵erential cross section, number of signal events

in a bin, etc.) obtained from the e↵ective Lagrangian in Eq. (1.1) takes the following form

� = �SM+
X

i

 
c(6)i

⇤2

�(6⇥SM)

i + h.c.

!
+
X

ij

c(6)i c(6)⇤j

⇤4

�(6⇥6)

ij +
X

j

 
c(8)j

⇤4

�(8⇥SM)

j + h.c.

!
+ . . . .

(1.4)

It is important to notice that the D = 6 squared terms are of the same order in the EFT

expansion parameter ⇤ as the (neglected) interference of the D = 8 with the SM.

Precision constraints on aTGCs can be derived from W+W� production in LEP-

2 [8], see e.g. [1, 9] for EFT interpretations. Meanwhile, it has been pointed out that

the LHC Higgs data can also lead to meaningful indirect constraints on the aTGC in the

context of SMEFT [7, 10–14]. Recently, Ref. [15] reported a global fit in the SMEFT to

LEP-2 WW and LHC Higgs signal-strength data, by working consistently at O(⇤�2). In

particular, the analysis considered only D = 6 operator interference with the SM, under

the Minimal Flavor Violation (MFV) assumption, in which case the full set of relevant

linear combinations of D = 6 operator a↵ecting that analysis is limited to ten. The result

– 2 –

• the additional EFT parameters may describe possible deviations of the data from the SM predictions

• alternatively, in the absence of tensions with the SM, we can set limits on the new ETF couplings
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The weak mixing angle: theoretical prediction
V (ff̄Z) = i f̄�µ(vf + af�5)f Zµ

• The on-shell weak mixing angle is defined to all orders via the ratio of the W and Z masses

• The equivalence between MW and sin²θeff stops at tree level:
    different sets of radiative corrections yield two independent predictions 

• The effective weak mixing angle depends on the fermion flavour (impact at hadron colliders) 
    it is connected to the on-shell angle by the rad.corr. factor κ^f (strong dependence on mtop)

• The MSbar mixing angle is connected to the effective mixing angle by  \hat κ^f (mild dep. on mtop)

• Like in the Δr case for MW, the effective weak mixing angle can be predicted in different models
    computing the factors κ;  it has sensitivity to new physics via the virtual corrections

sin2 ✓W = 1� m2
W

m2
Z

sin2 ✓feff =
1

4|Qf |

✓
1 + Re

vf
af

◆
=

✓
1� m2

W

m2
Z

◆
f (m2

Z) = sin2 ✓̂f (m2
Z) ̂

f (m2
Z)
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