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2introduction/outline

• Pileup is the greatest experimental challenge for the LHC going forward 
• it affects everything: 
• detector design, object performance and physics sensitivity 

• will focus on techniques and methods with examples from both CMS and ATLAS 

• [outline] 
• what is pileup? (and its relationship to the Higgs) 
• how do we get rid of it? 
• performance of pileup mitigation techniques 
• newer ideas and outlook

see talks by A. Perieanu and O. Boeriu for more on future performance and Higgs



3what is pileup? 

Multiple pp collisions 
in the same beam 

crossing 
(mostly minimum bias events)

to give a sense of scale:  
1 PU vertex ~ 0.7 GeV of energy 

per unit area

~10 cm

2012: <PU> ~ 20 
2016: <PU> ~ 20-40 

2017: <PU> ~ 50 
Run 3: > 50 

HL-LHC: 140-200



4what is pileup?
yesterday, peak pileup of 43! 
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Figure 2: Jet pT distribution (left) and jet h distribution (right) for all jets having a pT > 25 GeV
for the full 2012 dataset.

4 Pileup Jet Id Algorithm183

Pileup jet identification (id) relies on two distinct classes of variables:184

• vertexing related variables185

• shape related variables186

Charged PF candidates with tracks contribute to roughly half of the total pileup. Two thirds187

of the pileup in the tracker volume is charged, the other half of the pileup originates from188

either neutral candidates from charged particles which are outside of the tracker volume or189

true neutral candidates where no track is linked. Inside or near the tracker volume a distinct190

enhancement in the ability to discriminate against pileup is possible by exploiting the compat-191

ibility of the jet tracks to come from the PV. Outside the tracker volume, this use of vertexing192

is not possible, thus jet shower shapes are the only handle to distinguish pileup jets. Since193

characteristically overlapping pileup jets tend to result in wider jets, shape related variables194

are precisely designed to target the diffuseness of a jet.195

To perform the identification of pileup jets twelve distinct variables, four of which relate to the196

charged tracking information, are combined in a boosted decision tree (BDT) yielding a single197

discriminator which can be cut on to give jets of varying pileup contamination. This is known198

as the Pileup Jet multivariate analysis (MVA).199

The training of the BDT and optimization of the jet id working points are done separately in200

four regions corresponding to the four different regions of the calorimeters: the tracker volume201

(|h| < 2.5), the tracker-endcap transition region (2.5 < |h| < 2.75), the endcap region (2.75 <202

|h| < 3.0) and the HF region (3.0 < |h|). The tracker volume corresponds to the region where203

tracks are reconstructed. The transition region corresponds to the region where part of the jet is204

typically within the tracker volume and thus tracking variables can still be used, however their205

behavior is different to those within the tracker volume. The endcap region corresponds to the206

region where the HCAL and ECAL endcap are still present. The HF region corresponds to the207

region where the central jet axis lies in HF.208

The training is done on the Z+jets MC sample with target good jets and pileup jets given by the209

definitions in Sec. 3.210

The BDT based pileup jet id represents a baseline for usage by the CMS collaboration.211

“stochastic” vs. “hard” pileup jets

both contribute to pileup, it’s not necessarily either/or

CMS-PAS-JME-13-005
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pileup matters pileup doesn't matter

pT

taus

MET 
resolution

hard leptons
soft leptons

jet 
substructure

MET tailsjet resolution

hard central jets

photons

the trigger

jet counting

VBF jets

flavor tagging
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pileup matters pileup doesn't matter

pT

taus

MET 
resolution

hard leptons
soft leptons

jet 
substructure

MET tailsjet resolution

hard central jets

photons

All important for Higgs! 
PU mitigation translates directly into background rejection and physics sensitivity!

jet counting

VBF jets



8handles on pileup

•asymptotic behavior 
•local shape 
•tracking/vertexing 
•precision timing 
•depth segmentation

• (apologies, not a complete list!) 

•  ρ correction/subtraction  
(area, 4-vector, shape, particle)  

grooming 
topoclustering 

charged hadron subtraction 
jet cleansing  
pileup jet ID 

• …

proper
ties techniques
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10handles on pileup

•asymptotic behavior 
•local shape 
•tracking/vertexing 
•precision timing 
•depth segmentation

• (apologies, not a complete list!) 

•  ρ correction/subtraction  
(area, 4-vector, shape, particle)  

grooming 
topoclustering 

charged hadron subtraction 
jet cleansing  
pileup jet ID 

• …{•a lot of methods out there!

•CERN PU mitigation workshop,

•an early exploration of methods

•https://indico.cern.ch/event/306155/



11handles on pileup

•asymptotic behavior 
•local shape 
•tracking/vertexing 
•precision timing 
•depth segmentation

intro

testing performance of di�erent PU-mitigation techniques
for muon PF-isolation in Run 2 scenarios

links to previous talks: #1 #2 #3

(reminder) baseline for muon PF-isolation in Run 1: �— correction

Iµ
�— =

q
pCH-PV

T + max

!
0 ,

q
pNH

T +

q
p“

T ≠ 1
2

q
pCH-PU

T

"

pµ
T

2 new techniques based on particle reweighting (more details ahead):

I PF-Weighted method, first tested by TAU-POG (see here)

already included in 70X, 71X, 72X (see PRs #4131, #4508 and #4509)

I PUPPI: PileUp Per Particle Identification [arXiv:1407.6013]

included in CMSSW since 730_pre3 (see PR #6542)

Muon PF-Isolation for Run 2 December 8, 2014 1 / 16

“ρ subtraction” 
jet pt correction =  

median energy density  x  area

many variations of this method, including for jet shapes

Using the charged-to-neutral ratio (2/3 vs. 1/3) and vertexing information

Modification of the lepton isolation variable in PU
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•asymptotic behavior 
•local shape 
•tracking/vertexing 
•precision timing 
•depth segmentation
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Figure 18. Evolution of the mean uncalibrated jet mass, hmjeti, for jets in the central region
|⌘| < 0.8 as a function of the reconstructed vertex multiplicity, N

PV

for jets in the range 200 GeV 
pjet

T

< 300 GeV (left) and for leading-pjet

T

jets (hmjet

1

i) in the range 600 GeV  pjet

T

< 800 GeV
(right). (a)-(b) show trimmed anti-kt jets with R = 1.0, (c)-(d) show pruned anti-kt jets with
R = 1.0, and (e)-(f) show mass-drop filtered C/A jets with R = 1.2. The error bars indicate the
statistical uncertainty on the mean value in each bin.– 32 –

jet grooming, cleans up soft and 
wide-angle radiation

4.1 Input Variables 9

• Nneutrals264

• pD
T265

The first variable, which is found to be the most discriminating single radial variable, is defined266

as267

hDR2i =
Âi DR2

i p2
Ti

Âi p2
Ti

(6)

where the sum runs over all PF candidates inside the jet and DR =
p

Dh2 + Df2 is the distance268

of the PF candidate with respect to the jet axis. This variable is shown for two different h bins269

in Fig. 4. The variable for real jets peaks relatively close to zero, whereas for pileup jets it tends270

to correspond to a value of 0.05, which is slightly smaller than the expected value originating271

for a uniformly dense jet. The degradation in separation is clear as one extends out to higher272

h as a result of the coarse granularity in the forward calorimeters. In addition, as the pT of the273

jet becomes higher, the DR2 tends to get smaller for both pileup jets and non pileup jets. This274

trend in the current pileup jet id MVA yields an increase in the rate of both pileup jets and real275

jets at higher pT.276

>2 R∆<

0 0.02 0.04 0.06 0.08 0.1 0.12 0.14 0.16 0.18 0.2

Ev
en

ts
/0

.0
66

100

200

300

400

500

600

310×
Data
All
Gluon
Quark
PU
Real Jet

-1 = 8TeV L=20 fbsCMS Preliminary, 

 > 25 GeV
T

|  < 2.5  Jet pη |

µµ→Z

>2 R∆<

0 0.02 0.04 0.06 0.08 0.1 0.12 0.14 0.16 0.18 0.2

Ev
en

ts
/0

.0
66

10000

20000

30000

40000

50000
Data
All
Gluon
Quark
PU
Real Jet

-1 = 8TeV L=20 fbsCMS Preliminary, 

 > 25 GeV
T

|   Jet pη3 < |

µµ→Z

Figure 4: hDR2i for PF jets with pT > 25 GeV and |h| < 2.5 (left), and 3.0 < |h| < 5.0 (right).

Enhanced discrimination of pileup comes from adding the full jet shower shape information277

to the BDT. This is done through the five variables A < (DR) < A + 0.1 which consist in the278

fractional energy deposits in five annuli about the jet axis. They are defined as:279

A < (DR) < A + 0.1 =
1

pjet
T

Â
i2A<DR<A+0.1

pTi (7)

where A is in the 0.1 intervals from 0 to 0.5 about the jet cone axis. These five variables are280

shown in Fig. 5 for jets in the tracker volume. Comparing them a clear feature is observed:281

pileup jets contain a large fraction of their energy in the regions DR = 0.2 � 0.4 and not in the282

nearby regions about DR = 0. Gluon jets also have a similar characteristic trend, however they283

tend to be less diffuse than pileup jets.284

In addition to these variables, the class of radial variables was studied. They can generically be285

expressed as286

Wij =
1

Âi p2
T

Â
i

 
(Dfi)

2 p2
T (DhiDfi) p2

T
(DfiDh) p2

T (Dhi)
2 p2

T

!
(8)

“jet RMS” of forward pileup jets

CMS-PAS-JME-13-005, ATLAS-PERF-2014-03
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•asymptotic behavior 
•local shape 
•tracking/vertexing 
•precision timing 
•depth segmentation

4.2 MC based study 7

η
-5 -4 -3 -2 -1 0 1 2 3 4 5

al
l

 / 
N

m
at

ch
ed

N

0.6

0.7

0.8

0.9

1

1.1

1.2

Hard scattering enriched area
PF+CHS
PF
Pileup enriched area
PF+CHS
PF

CMS Simulation Preliminary 8 TeV

+jets, Anti-kT (R=0.5)γ

) > 85 GeVγ(
T

p

(jet) >20 GeV
T

p

 (GeV)
T

p
30 40 50 60 100 200 300

al
l

 / 
N

m
at

ch
ed

N

0.6

0.7

0.8

0.9

1

1.1

1.2

Hard scattering enriched area
PF+CHS
PF
Pileup enriched area
PF+CHS
PF

CMS Simulation Preliminary 8 TeV

+jets, Anti-kT (R=0.5)γ

) > 85 GeVγ(
T

p

(jet)| < 2.5η|

Figure 2: Ratio of reconstructed jets matched to particle level jets versus h (left) and pT (right).
The unmatched jets typically have a high proportion of their energy from pileup and are re-
ferred to as pileup jets. This plot demonstrates the reduction in pileup jet rate after applying
CHS.
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check for possible migration of jets generated astride tracker edges that could be reconstructed
above them, jets are categorized in several (hgen, pgen

T ) bins and their relative shift in h is com-
puted. Figure 5 shows the mean of the (hgen � hreco) · sign(hgen) distribution, as a function of
hgen and pgen

T . While CHS seems to mitigate the bias in the central region, an induced bias is
indeed observed around |h| = 2.5, where after CHS the jets are reconstructed with a value
of |h| which is bigger than the true one. This is consistent with the fact that the subtraction

PF vs. PFCHS jets 

atlas has something called “JVT”
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Figure 4: ⌘-� (a) and r z (b) view of an event containing a forward QCD pileup jet and a central QCD pileup jet
forming a back-to-back pair.

4.1 Algorithm

The procedure shown in Fig. 5, referred to as forward JVT (fJVT) is used to suppress forward pileup jets.
The main parameters for the forward JVT algorithm are thus the threshold JVT

max

to select central pileup
jets and the minimum �RpT requirement to select QCD pileup jets. JVT

max

is set to 0.05 corresponding
to an e�ciency of selecting pileup jets of 95%. The minimum �RpT requirement defines the operating
point in terms of hard-scatter and pileup e�ciencies. The |��| > ⇡ � 1 requirement ensures that the
central jet is in the opposite hemisphere in the central plane. The requirement is su�ciently loose that
most of the QCD dijet pairs pass the selection.

4.2 Performance

Figure 6 shows the e�ciency of selecting pileup forward jets (Forward PU Fake Rate) as a function of the
e�ciency of selecting hard-scatter forward jets (Forward HS E�ciency) when varying the minimum �RpT
requirement for central jets with pT < 30 GeV. The acceptance for central jets also plays an important
role. Reconstructing central jets with minimum pT (referred to as pT

central) of 10 GeV6 allows achieving
significantly lower rates of forward QCD pileup jets at only slightly lower hard-scatter e�ciencies. The
lower pT

central threshold increases the probability of reconstructing the central jet in the pileup QCD dijet
process, thus improving the e�ciency of identifying and rejecting forward pileup QCD jets. However,
the larger number of reconstructed central jets increases the rate of accidental matching for hard-scatter
forward jets, thus reducing the hard-scatter e�ciency. In the following the lower pT

central > 10 GeV re-

6 As discussed in Sec. 2.2, the miminum pT for jets is typically 20 GeV.
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Figure 7: Hard-scatter e�ciency (a) and pileup rate (b) as a function of the forward jet pT.

10

balance central PU jets to  
reject forward PU jets!

ATL-PHYS-PUB-2015-034

CMS-PAS-JME-14-001
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•asymptotic behavior 
•local shape 
•tracking/vertexing 
•precision timing 
•depth segmentation

HL-LHC Beam Spot 

Si Xie 24 

HL-LHC Beamspot is spread out along z and in time  
•  This implies: 

•  Time can discriminate between vertices even for 
particles pointing to the central barrel 

•  Time can discriminate between vertices even when 
they are very close in the z-coordinate 

Time Measurement Precision? 

Si Xie 

Precision needed follows very basic logic : 

•  Particles travel at near speed of light 
•  1cm distance is traversed in ~33 ps 
•  To distinguish pileup vertices separated by 1cm 

in space, need time resolution of 30ps 
•  Typical collider beamspots are ~10cm in z  

 à rejection factor of 10 

1 cm 

Δt ~30 ps 
σt ~ 30 ps buys a factor of ~10 
reduction in effective pileup 

but open questions… 
e.g. can we achieve that time 
resolution for ~few GeV photons?
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•asymptotic behavior 
•local shape 
•tracking/vertexing 
•precision timing 
•depth segmentation
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clustering uses neighbors in depth too! 
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16holistic views on pileup

•Notice that each method that we’ve described works on a given 
physics object… 

•each method presented so far also has its downfalls 

•What if we act on the event building blocks? constituents/particles 
•constituent subtraction, softkiller, PUPPI 

•What if we exploit all information possible simultaneously?   
•asymptotic, local shape, tracking, etc… 

•What if, you could identify each particle in the event and give the 
likelihood that it’s pileup?

hep-ph:1403.3108 
hep-ph:1407.0408 
hep-ph:1407.6013 



17the PUPPI approach: 
PileUp Per Particle Identification

grooming/local shape

tracking/vertexing information

asymptotic behavior

depth segmentation

precision timing

Define on a per particle basis, 
before jet clustering, a weight for 

how likely a particle (or jet constituent) 
is to be from pileup or the leading 

vertex, then rescale each particle four 
momentum by that weight

define an αi per particle; sample the PU α distribution 
per event; ask how likely particle i is to be pileup
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W-tagging signal efficiency in simulation

Figure 2 a + b: Tagging efficiency versus number of primary vertices (a) and jet transverse 
momentum (b) for three different W-tagging algorithms: Pruning + n-subjettiness (!21≤0.45), PUPPI 
softdrop + !21 (!21≤0.40) and PUPPI softdrop + DDT (DDT≤0.52), where DDT = !21,PUPPI + 
0.063*log(M2PUPPI/pT,PUPPI). A mass selection of 65 GeV < MP/SD < 105 GeV has been applied. 
Performance is shown before (solid pink, solid purple) and after n-subjettiness selections are 
applied. W-jets from a mixture of Bulk G→WW signal samples are used for the signal definition.

"Classic" use-case for per 
particle pileup mitigation,  
it works for all jet shapes

Here, this is the effect of 
PUPPI on W-tagging shown 
for PFCHS inputs vs. PUPPI 
inputs

flat

CMS-DP-2016-039 
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Figure 13: Response is shown for Z ! µ+µ�events for Emiss
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data to simulation with the error band displaying the systematic uncertainty of the simulation.

where the~# is the true Emiss
T and Â~# i is the observed Emiss

T . In the numerator, we evaluate the
likelihood that the true value of Emiss

T equals the observed value, while the denominator cor-
responds to the null hypothesis (that the true Emiss

T is zero). In most cases, with a very good

pTZ

MET

Recoil, U

U∥

U⊥

U = MET - pTZ

20-30% resolution improvement in the 
MET resolution @ NPV ~20 over 
traditional "PU" corrected MET

CMS-PAS-JME—2016-004
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25% decrease in backgrounds using per particle 
uncertainties at 20 PU! 

"combined" curve uses both muon hypotheses 
Vs. traditional methods

CMS-DP—2015-034



21towards the HL-LHC

•Full performance @ HL-LHC is still under evaluation at the 
experiments.   

•Detector improvements: track triggering @ L1, extended 
tracker, precision timing, high granularity calorimeters, etc. 

•Likewise, reconstruction methods will have to be optimized for 
new detector configurations 

•Not yet ready for a final word on ultimate HL-LHC performance 
though initial studies are promising 

•ECFA studies show, for example, effect of forward tracking on 
MET resolution (see backup for more details)



22other ideas: embracing pileup

This paper is organized as follows. Section 2 provides a detailed description of the Zero Bias
Trigger that results from analyzing pileup interactions. A concrete example is presented in Sec. 3 to
illustrate the power of this method. The paper ends in Sec. 4 with concluding remarks and future
outlook.

2 The Zero Bias Trigger

Reconstructed tracks from charged particles are the most important handle for identifying pileup
interactions. Individual collision vertices are built from tracks, and various objects can be associated
to these vertices through their associated tracks. For example, the jet vertex tagger (JVT) used in
ATLAS is 90% e�cient at associating a jet with 20 < pT < 50 GeV to its correct vertex while mis-
identifying stochastic or QCD jets from other vertices 1% of the time [10]. Ignoring the small detector
ine�ciencies and fake rates, the e↵ective luminosity from the pileup collisions collected from a trigger
system with bandwidth w is given by

L(ZBT) = w

40 MHz
⇥
Z

Ldt. (2.1)

The last term in Eq. 2.1 is the integrated luminosity collected with standard triggers. One way to
derive this equation is to consider the number of events recorded by the LHC experiments. Suppose
there is a process X with a cross-section �X . If ⌃ is the total inelastic cross-section, then a fraction
�X/⌃ (on average) of all pp collisions recorded will contain the process X. If the bandwidth is w and
assuming that the production of X does not significantly influence this rate, then the total number
of X events will be hµi ⇥ w ⇥ T ⇥ �X/⌃, where T is the amount of time the LHC is operated for pp
collisions and hµi is the average number of pp collisions per bunch crossing. Now let Y be any Standard
Model process that can be triggered with 100% e�ciency and has a prescale of 1. Analogously to the
calculation for X, the number of Y events recorded will be hµi ⇥H ⇥ T ⇥ �Y /⌃, where H is the total
rate of bunch crossings (40 MHz at the LHC). This shows that

R Ldt = hµi⇥H⇥T⇥⌃ and substituting
this in for the equation for the number of X events and solving for the e↵ective luminosity results in
Eq. 2.1. The bandwidth w can go from the 100-500 Hz typical of Run 1 data-taking to the upper limit
of the expected L1 trigger bandwidth for the High Luminosity LHC (HL-LHC) experiments [11, 12].
Table 1 shows the ZBT luminosity for various LHC running conditions in Run 1 and projected for
Run 2 and beyond. The e↵ective prescale for the best HL-LHC data acquisition scenarios (last row in
Table 1) is between 4000 and 6000. For trigger-level analyses of the ZBT dataset at the HL-LHC, the
e↵ective prescale is between 50 and 100.

This is a currently unused resource that could provide an opportunity to perform physics analyses
that are not possible with the primary biased dataset. Typical use cases are measurements and searches
for processes with signatures di�cult to trigger, such as low-mass dijet resonances, or exotic signals
with disappearing tracks [13, 14] or displaced vertices [15, 16]. Section 3 illustrates the potential of
this strategy by evaluating the sensitivity of the ZBT data to a low-mass Z 0 search.

– 2 –

LHC Run Total Lumi. [1/fb] hµi L1 Rate HLT Rate ZBT [1/fb] ZBT @ HLT [1/fb]

1 20 20 100 kHz 100 Hz 5 · 10�5 0.05
2+3 300 80 100 kHz 1 kHz 7.5 · 10�3 0.75

4+5 (ATLAS) 3000 200 400 kHz 10 kHz 0.75 30
4+5 (CMS) 3000 200 750 kHz 7.5 kHz 0.56 56.3

Table 1: The ZBT luminosity for various LHC running conditions in Run 1 (
p
s = 8 TeV) and

projected for Run 2 and beyond (
p
s ⇠ 13 TeV). The last column shows the projected luminosity

when performing a trigger-level analysis, before the application of any software prescales.

3 Example: Low Mass Dijet Search

Data collected with the ZBT can be analyzed in exactly the same way as data collected with any of
the biased triggers. The low mass dijet resonance search is used here as a benchmark analysis. To
estimate the approximate sensitivity to a dijet resonance, a benchmark Z 0 model [17] is simulated
with MG5 aMC 2.1.1 [18] interfaced with Pythia 8.170 [19]. To simulate the detector response, the
jet momenta are smeared according to �(pT)/pT = 1.3/

p
pT/GeV. The jet resolution depends on

the pileup conditions and is in general worse at trigger-level than for fully reconstructed o✏ine jets.
Therefore, the resolution function is conservatively chosen to be worse than the typical energy resolu-
tion at LHC experiments in Run 2. Events are required to have exactly two jets with pT > 25 GeV,
and the two leading such jets are used to compute the dijet invariant mass, mjj . More sophisticated
approaches could better exploit events with significant initial or final state radiation for an enhanced
sensitivity but are beyond the scope of this paper. A simple binned �2 analysis of the dijet invariant
mass spectrum in a window around the target Z 0 mass is performed, using toys to estimate the p-value.
A given mass point is declared excluded if the corresponding p-value is less than 0.05. As a validation
of this procedure, the coupling upper limit is estimated for a 500 GeV Z 0 with 20.3 fb�1 of unprescaled
single jet trigger simulated data at

p
s = 8 TeV. The limit obtained, approximately 1.5, is consistent

with the Run 1 ATLAS result [20].
Figure 1 compares the limits obtained with ZBT simulated data under various running conditions

with various searches performed at the LHC and previous experiments. With the full HL-LHC dataset,
the ZBT will allow the trigger-level analysis to extend at least 150 GeV, with coupling limits at or
below approximately 0.25.

For the ISR-based strategies that use unprescaled triggers, the current searches will slowly im-
prove their sensitivity as the integrated luminosity increases as long as the trigger thresholds do not
significantly change. In order to roughly estimate how the ZBT sensitivity compares to these searches,
Fig. 2 shows limits from a ZBT strategy using a dataset comparable in size to the 2015 LHC run.
This allows for a direct comparison with the same amount of data, albeit with a scaled up bandwidth
for illustration. With this setup, the limits are found to be comparable. Given the complementarity
of the two strategies, further gain can be achieved by combining the results.

4 Conclusions

The multiple pileup interactions produced in LHC collisions yield unbiased data which can be used
to probe physics processes otherwise unaccessible or with limited acceptance. The e↵ective integrated
luminosity associated with this dataset depends on the readout rate of the LHC experiments. The

– 3 –

what could you do with a 100 fb-1 of zero-bias LHC data? 
HLT trigger level analysis information?

arXiv:1608.06299

“Leveraging pileup as a zero bias trigger” 
Pileup is not noise — it’s physics to exploit!  

Trigger selects a given event, but then you have 140-200 other 
uncorrelated “events” that are “zero bias”.  Do physics with those 
interactions.

study was in the context of BSM searches, but are there some 
other applications?  



23a really holistic approach

•What if, you could identify each particle in the event and give the 
likelihood that it’s pileup? 

•What if, you could identify each particle in the event and give the 
likelihood that it belongs to a given vertex i? 

•a combination of the PUPPI approach and the ATLAS forward vertex jet 
tagging ideas…
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Figure 3: Distributions of the N-subjettiness ratio t32 and the soft-drop mass MSD for AK8
jets with pT > 500 GeV in data and simulation after the signal selection (c2 < 30) for the
electron and muon channels combined. The distribution of t32 is shown after the selection
110 < MSD < 210 GeV and the distribution of MSD is shown after the cut on t32 < 0.69.
Simulated events are shown for jets where a match with the decay of a generated top quark has
been found (red) and jets not originating from top quarks decays (blue). Statistical uncertainties
only are shown.

coincidentally resulting in a mass close to Mlep.

Events in the signal region are required to have c2
min < 30 for both channels. This upper cut

on the tt discriminator reduces the contribution of events from non-tt background processes
and maximizes the expected sensitivity of the analysis for BSM resonances. Jets identified
by the t-tagging algorithm are used to further enhance the sensitivity. The simulation of jet
substructure variables is validated in samples dominated by tt and W + jets production. The
distributions of the two variables used in the t-tagging algorithm, MSD and t32, are shown in
Fig. 3 for the tt-dominated sample. The distributions are shown before applying the cut, but
for events that passed the selection on the other variable. We observe good agreement between
data and simulation. A similar level of agreement is found for events dominated by W + jets
production, albeit with larger statistical uncertainties.

Finally, we categorize events according to the number of t-tagged and b-tagged jets. Three
exclusive categories are used: events with one t-tagged jet (1 t tag), events with zero t-tagged
jets and at least one b-tagged jet (0 t tag, 1 b tag) and events with zero t-tagged and b-tagged
jets (0 t tag, 0 b tag).

The AK4 jet multiplicity in the 1 t tag category is shown in Fig. 4(a) for jets with pT > 30 GeV
and |h| < 2.5. A significant fraction of signal events has only two or three jets. These events
would be discarded in a resolved analysis, resulting in a significant loss of signal efficiency. A
similar feature is observed in the distribution of DR(`, j), shown in Fig. 4(b) for events in the
1 t tag category. A conventional lepton isolation criterium would lead to a significant loss of
signal efficiency, removing most events with DR(`, j) < 0.4. The signal efficiency as function of
resonance mass is shown in Fig. 5 for a narrow signal with 1% relative width and a KK gluon
with about 30% relative width. It is defined by the fraction of events selected considering all
decay channels, not only the semileptonic ones. In the 1 t tag category the efficiency reaches
a plateau of around 3-4% at resonance mass values of 2 TeV. The rise in efficiency between 1
and 2 TeV is due to the pT dependent turn-on of the t-tagging algorithm. The efficiency of the

Z ′

q

q̄

g

q̄

q

1

W/Z

boosted  
ttbar events

Finally, connecting this with some other discussions beyond Higgs session 
instead of mitigating pileup, go to more striking high pT topologies to boost 

away from the difficult effects of pileup

See talk by M. Beneke, A. Hoang for 
more discussion 

we will have ~1M boosted tops at the 
end of next year (mtt > 1 TeV)!

V pT > 500 GeV

PUPPI + 



25summary and outlook

•Give some basic principles on how pileup is mitigated at the LHC and 
how much improvement can be gained 

•Newer ideas for global treatment of pileup and further gains on 
collective “particle-level” observables  

•Work is on-going to define methods for HL-LHC, integration of 
reconstruction algorithms and detector upgrades 

•Other ways to confront pileup: physics in pileup, boosting away from 
pileup
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Backup
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Run I ways to get rid of pileup

use the asymptotic behavior of pileup	  
	 uniform, charged-to-neutral fraction

27

pileup is lumpy

use tracking to remove charged particles says nothing 
about neutrals

grooming/topoclustering 1 2

34

1 2

3

cluster with 
rfilt < R

keep nfilt

1 2

34

1 2

3

cluster with 
rfilt < R

keep pTi > pTfrac

4

veto soft and large 
angle recombinations

min(pTi,pTj)/pTi+j < zcut 
or dij > rcut×2m/pT

filtering

trimming

pruning

only topological info, 
removes real radiation
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PUPPI

28

[1] define a local metric, α, that 
differs between pileup (PU) and 

leading vertex (LV)

for a particle i with nearby particles j
example: 2-body system, for a particle i, 

what does particle j tell us?
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leading vertex (LV)

for a particle i with nearby particles j

[2] using tracking information (e.g. 
charged particles) “sample” the event, 
define unique distributions of α for PU 

and LV

example: 2-body system, for a particle i, 
what does particle j tell us?
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[1] define a local metric, α, that 
differs between pileup (PU) and 

leading vertex (LV)

for a particle i with nearby particles j

[2] using tracking information (e.g. 
charged particles) “sample” the event, 
define unique distributions of α for PU 

and LV

[3] for the neutrals, ask “how PU-like is α 
for this particle?”, compute a weight for how 

un-PU-like (or LV-like) it is

[4] reweight the four-vector of the particle by 
this weight, then proceed to cluster the event 

as usual

example: 2-body system, for a particle i, 
what does particle j tell us?
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Technical proposal studies

Focused primarily on jet pT resolution and MET resolutions 
	 PUPPI implemented into DELPHES, tunes to be updated 
MET shows strong gains from forward tracking and advanced 
methods; more detailed studied are needed 
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9.3. Jet and Missing Transverse Energy Performance 261
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Figure 9.8: (left) PF and (right) PUPPI response curves of the hadronic recoil component par-
allel to Z boson as a function of Z boson qT, measured in Z ! µ

+
µ

� events in Phase-I 50PU
no aging (blue point) , Phase-I 140PU with aging (red point), and Phase-II 140PU (green point)
samples.
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Figure 9.9: (left) PF and (right) PUPPI E/T resolution curves for the parallel component of
hadronic recoil to Z boson, measured in Z ! µ

+
µ

� events in Phase-I 50PU no aging (blue
point), Phase-I 140PU with aging (red point), and Phase-II 140PU (green point) samples.

of a Gaussian function fitted to the uk and u? distributions, which have been corrected for E/T
response. Figure 9.9 shows the resolution of the parallel components of PF and PUPPI hadronic
recoil. Because of the smearing from pileup, we don’t observe a strong qT dependent for the
resolution curves as observed in [202]. The Phase-II detector has similar PF E/T resolution as
the Phase-I with aging at 140PU, because of the large pileup smearing effect. With the PUPPI
pileup mitigation, the Phase-II detector with 140 pileup has E/T resolution that is a factor of two
better than is achieved with PF E/T.

Particle flow and pileup mitigation rely heavily on tracking. In the Phase-I detector, there
is no tracking to help in the forward direction, |h| > 2.5. The Phase-II upgrade addresses
this problem by extending tracking to |h| ⇠ 4. The effectiveness of this forward tracking is
shown in Figure 9.10, which compares the distribution of E/T in Drell-Yan events for the Phase-
I detector with the identical detector except that it has the tracking extended in h. Since this
sample should have relatively little E/T, the tracking extension has clearly reduced the false E/T
by a large amount.

n.b. the different scales! 

recoil 
resolution vs. 

W/Z qT

CERN-LHCC-2015-010


