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What is MCDB?What is MCDB?
– The LCG MCDB knowledge base is The LCG MCDB knowledge base is 

developed to store and document developed to store and document 
sophisticated event samples simulated for sophisticated event samples simulated for 
the LHC collaborations by expertsthe LHC collaborations by experts

– MCDB Provides infrastructure to keep MC MCDB Provides infrastructure to keep MC 
samples and sample documentationsamples and sample documentation

– Facilitates communication between MC Facilitates communication between MC 
experts and users in LHC collaborationsexperts and users in LHC collaborations
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General Structure of MCDB?General Structure of MCDB?
– Core MCDB:Core MCDB:

  Web Content Management SystemWeb Content Management System
  Data Base of the information (MySQL)Data Base of the information (MySQL)
  Storage of the samples (CASTOR) Storage of the samples (CASTOR) 

– MCDB InterfacesMCDB Interfaces
  MCDB API: an interface to get information MCDB API: an interface to get information 

from MCDB automatically (by external from MCDB automatically (by external 
software clients)software clients)

  Uploading Interface: automated uploading Uploading Interface: automated uploading 
of new samples and new information to of new samples and new information to 
MCDBMCDB

– All Interfaces are based on HepML All Interfaces are based on HepML 
specificationsspecifications
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LCG MCDB SchemeLCG MCDB Scheme
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MCDB in the Global Simulation ChainMCDB in the Global Simulation Chain
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Current Usage of MCDB (I)Current Usage of MCDB (I)
 MCDB samples are available for all MCDB samples are available for all 

experiments, but for a while the main experiments, but for a while the main 
consumer is CMS. consumer is CMS. 
– All externally generated samples for the All externally generated samples for the 

official CMS production should be official CMS production should be 
accessible in MCDB in LHEF formataccessible in MCDB in LHEF format

– During the production, CMSSW process During the production, CMSSW process 
these events automatically by means of these events automatically by means of 
LHEInterface (MCDB API is the part of the LHEInterface (MCDB API is the part of the 
interface – MCDBSource)interface – MCDBSource)

https://twiki.cern.ch/twiki/bin/view/CMS/MCDBCMSSWInterfacehttps://twiki.cern.ch/twiki/bin/view/CMS/MCDBCMSSWInterface
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Current Usage of MCDB (II)Current Usage of MCDB (II)

 On the side of Authors/Users On the side of Authors/Users 
statistics:statistics:
–36 registered authors (not only 36 registered authors (not only 

CMS people, but ATLAS and CMS people, but ATLAS and 
theory people as well) theory people as well) 

–234 articles234 articles
–More than 4000 unique visits More than 4000 unique visits 

during the last 3 yearsduring the last 3 years
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Open Issues for Farther Open Issues for Farther 
DevelopmentDevelopment

 Content Management System:Content Management System:
– Improvements and bugfixing for the Import Improvements and bugfixing for the Import 

Files Tab (tracking is in Savannah)Files Tab (tracking is in Savannah)
– Reorganization of the templates system in Reorganization of the templates system in 

order to be more convenient for the user order to be more convenient for the user 
 Logging subsystem improvementsLogging subsystem improvements
 Server hardwareServer hardware

– HDD partitions reconfigurationHDD partitions reconfiguration
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Issues for DevelopmentIssues for Development
 InterfacesInterfaces

– Move API to HepML 0.2 specificationsMove API to HepML 0.2 specifications
– Add HepML 0.2 parsing for the uploadingAdd HepML 0.2 parsing for the uploading
– Implementation of the Uploading from Implementation of the Uploading from 

CMS Grid sitesCMS Grid sites
 Storage subsystemStorage subsystem

– Currently MCDB uses CASTOR, but users Currently MCDB uses CASTOR, but users 
discover some instabilities with CASTORdiscover some instabilities with CASTOR

– Improvement of caching and, probably, a Improvement of caching and, probably, a 
Grid storage is neededGrid storage is needed
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General Plans of the ProjectGeneral Plans of the Project
 Reorganization of the code tree and Reorganization of the code tree and 

migration to SVNmigration to SVN
 Prepare the software in the form of RPM Prepare the software in the form of RPM 

packages with necessary installation packages with necessary installation 
scriptsscripts

 Publish the MCDB software in HepForge Publish the MCDB software in HepForge 
as an Open Source projectas an Open Source project

 Completely distinguish the HepML part Completely distinguish the HepML part 
as a separate code and publish LibHepML as a separate code and publish LibHepML 
as a separate Open Source projectas a separate Open Source project
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ConclusionConclusion
 MCDB project provides powerful tool to MCDB project provides powerful tool to 

handle events from external ME handle events from external ME 
generatorsgenerators

 MCDB is the official part of the MC MCDB is the official part of the MC 
simulation chain in CMSsimulation chain in CMS

 LCG MCDB team provides support for this LCG MCDB team provides support for this 
project and necessary developmentsproject and necessary developments

 All of the developed software will be All of the developed software will be 
published as an Open Source and published as an Open Source and 
available for independent usage and available for independent usage and 
developmentsdevelopments
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BACKUP SLIDESBACKUP SLIDES
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The Major Features of LCG MCDB (I)The Major Features of LCG MCDB (I)

Powerful WEB interface with Content Management Powerful WEB interface with Content Management 
System for the authors of event samples and  end-System for the authors of event samples and  end-
usersusers

Tree graph of physics categories with articles Tree graph of physics categories with articles 
published in MCDB to browse the database contentpublished in MCDB to browse the database content

Power search engine based on SQL/XML to search Power search engine based on SQL/XML to search 
the content of the knowledge basethe content of the knowledge base

Flexible and reliable authorization system based on Flexible and reliable authorization system based on 
CERN AFS/Kerberos logins or LCG GRID certificatesCERN AFS/Kerberos logins or LCG GRID certificates

SQL structure of event sample documentationSQL structure of event sample documentation

BackUp of samples and SQL informationBackUp of samples and SQL information
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The Major Features of LCG MCDB (II)The Major Features of LCG MCDB (II)

CASTOR is the native storage for the event samplesCASTOR is the native storage for the event samples

Direct uploading of multiple files from AFS/CASTOR/Direct uploading of multiple files from AFS/CASTOR/
GRID (wild-card characters are possible) to LCG GRID (wild-card characters are possible) to LCG 
MCDBMCDB

Direct downloading of files from LCG MCDB Direct downloading of files from LCG MCDB 
(CASTOR) with HTTP/RFIO/GridFTP/... (URI)(CASTOR) with HTTP/RFIO/GridFTP/... (URI)

Application Programming Interface (API) for the LHC Application Programming Interface (API) for the LHC 
collaborations environment softwarecollaborations environment software

LHEF/HepML unification of event file format and LHEF/HepML unification of event file format and 
sample descriptionsample description
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MCDB InterfacesMCDB Interfaces
 WEB InterfaceWEB Interface is convenient for interactive  is convenient for interactive 

work work 
– USERs can USERs can browse, download, browse, download, 

commentcomment
– AUTHORs can AUTHORs can uploadupload and  and documentdocument new  new 

samples or samples or modifymodify the old one the old one
 MCDB APIMCDB API is the automatic way to  is the automatic way to access access 

the samplesthe samples and their documentation from  and their documentation from 
external software (e.g. CMSSW)external software (e.g. CMSSW)

 Automatic uploadingAutomatic uploading interface is the  interface is the 
automatic way to automatic way to upload and documentupload and document  
new samplesnew samples
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New Authors  HOWTONew Authors  HOWTO
(only need if you plan to upload new samples)(only need if you plan to upload new samples)

(1)(1)Register as a new author, wait for the confirmation e-Register as a new author, wait for the confirmation e-
mailmail

(2)(2)Login to the LCG MCDB authors areaLogin to the LCG MCDB authors area
(3)(3)Choose "Create New Article" in the authors menuChoose "Create New Article" in the authors menu
(4)(4)Fill the fields in the documentation templates, which Fill the fields in the documentation templates, which 

will appear (title, generator, theoretical model, will appear (title, generator, theoretical model, 
cuts, ...)cuts, ...)

(5)(5)Upload your event files in the "Event Files" sliceUpload your event files in the "Event Files" slice
(6)(6)Click "Preview/Save" slice and check the box "Publish"Click "Preview/Save" slice and check the box "Publish"

Notes: Notes: 
1. Author needs valid CERN AFS login or LCG digital certificate to be 1. Author needs valid CERN AFS login or LCG digital certificate to be 

authorized; authorized; 
2. Author can store unfinished articles and resume to correct them in any 2. Author can store unfinished articles and resume to correct them in any 

moment; moment; 
3. Author can edit articles already published on the Web or do the 3. Author can edit articles already published on the Web or do the 

documents publicly inaccessible for a while.documents publicly inaccessible for a while.
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After authorized login to MCDB the additional entries will appear 
at the right side menu, according to the author permissions
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Add/Edit Article link is the gate to the article template system
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MCDB API - automatic access to MCDB MCDB API - automatic access to MCDB 
samples from CMSSW production chainsamples from CMSSW production chain
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API STEP I: LibMCDB <=> MCDBAPI STEP I: LibMCDB <=> MCDB

 HTTP request with HTTP request with ArticleIDArticleID and  and file namefile name  
from API to MCDB serverfrom API to MCDB server               
(e.g. (e.g. http://mcdb.cern.ch/cgi-bin/xmlquery.cgi?article=116http://mcdb.cern.ch/cgi-bin/xmlquery.cgi?article=116))  

   HepML descriptionHepML description and paths to samples,  and paths to samples, 
as an answer from MCDB to APIas an answer from MCDB to API

 API parses the HepML (XML) block and fill API parses the HepML (XML) block and fill 
  C++ classesC++ classes with the description with the description

 API makes API makes local copy of the event local copy of the event 
samplesample, download the remote sample via , download the remote sample via 
RFIO, GridFTP, SRM, ...RFIO, GridFTP, SRM, ...

http://mcdb.cern.ch/cgi-bin/xmlquery.cgi?article=116
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API STEP II: LibMCDB => CMSSWAPI STEP II: LibMCDB => CMSSW

 API provides to CMSSW: API provides to CMSSW: 
– local path to file with input eventslocal path to file with input events
– Sample Description in the form of C++ Sample Description in the form of C++ 

objects described in mcdb.hppobjects described in mcdb.hpp
 CMSSW process the local event file to CMSSW process the local event file to 

the next level of simulationthe next level of simulation
 CMSSW passes the C++ objects with CMSSW passes the C++ objects with 

event description to the output filesevent description to the output files
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LibMCDB ImplementationLibMCDB Implementation
(LibMCDB / MCDB API / LHEInterface / MCDBInterface)(LibMCDB / MCDB API / LHEInterface / MCDBInterface)

 Standalone C++ package for everybody  Standalone C++ package for everybody  
  (available on MCDB web site)(available on MCDB web site)

 External LCG AA package in External LCG AA package in 
/afs/cern.ch/sw/lcg/external/mcdb//afs/cern.ch/sw/lcg/external/mcdb/

 Integration in CMSSW: LHEInterface Integration in CMSSW: LHEInterface 
(see C. Saout talk), MadGraphInterface, (see C. Saout talk), MadGraphInterface, 
CompHEPInterface CompHEPInterface 

We support all of these implementations for a while.We support all of these implementations for a while.
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Automatic Uploading to MCDBAutomatic Uploading to MCDB
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Main tasks for Uploading ClientMain tasks for Uploading Client
 Upload LHEF MadGraph/HepML samples Upload LHEF MadGraph/HepML samples 

and describe it in the new MCDB article, and describe it in the new MCDB article, 
sample description creates automatically sample description creates automatically 
from the header of the first sample. The from the header of the first sample. The 
samples upload directly to CASTOR via samples upload directly to CASTOR via 
SRM access.SRM access.

 Upload additional samples to existent Upload additional samples to existent 
MCDB article and do not change the MCDB article and do not change the 
description. It is possible to upload all description. It is possible to upload all 
kind of files with this option, not only kind of files with this option, not only 
LHEF samples.LHEF samples.
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Main tasks for Uploading Client. Cont'd.Main tasks for Uploading Client. Cont'd.

 Replace the description of the samples Replace the description of the samples 
in the existent MCDB article and upload in the existent MCDB article and upload 
new files. Data Set Name or Article ID new files. Data Set Name or Article ID 
are identifiers for the MCDB Articleare identifiers for the MCDB Article

 Describe LHEF sample in new article Describe LHEF sample in new article 
(automatically create new article), but (automatically create new article), but 
do not upload any file.do not upload any file.
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Step I: Uploading Script (UCS) <=> MCDBStep I: Uploading Script (UCS) <=> MCDB

 UCS parses LHEF to find the header blockUCS parses LHEF to find the header block
 UCS authorizes in MCDB and pass LHEF UCS authorizes in MCDB and pass LHEF 

header to MCDB via HTTP (POST)header to MCDB via HTTP (POST)
 MCDB parses the LHEF header (HepML or MCDB parses the LHEF header (HepML or 

MadGrpah) to find the specific elements of MadGrpah) to find the specific elements of 
sample description (According to SQL sample description (According to SQL 
structure)structure)

 MCDB creates new article and specific MCDB creates new article and specific 
directory on CASTORdirectory on CASTOR

 MCDB returns to UCS ArticleID and GRID MCDB returns to UCS ArticleID and GRID 
directory to upload the sampledirectory to upload the sample
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Step II: Uploading Script (UCS) => CASTORStep II: Uploading Script (UCS) => CASTOR

 UCS Authorizes on CASTOR with Grid UCS Authorizes on CASTOR with Grid 
certificates: certificates: grid-proxy-initgrid-proxy-init

 UCS uploads the sample(s) to the specific UCS uploads the sample(s) to the specific 
incoming CASTOR directory via incoming CASTOR directory via lcg-cplcg-cp

 UCS sends request to MCDB to register UCS sends request to MCDB to register 
the uploaded file in the corresponding the uploaded file in the corresponding 
MCDB articleMCDB article

      Possible Uploading Issue:Possible Uploading Issue:
  CASTOR team provides  only Storage Resource Manager (SRM) access,CASTOR team provides  only Storage Resource Manager (SRM) access,
by default UCS uses srm://srm-cms.cern.ch  members of other VO have to by default UCS uses srm://srm-cms.cern.ch  members of other VO have to 
use some other gates (srm-public, srm-atlas, ...), special UCS option isuse some other gates (srm-public, srm-atlas, ...), special UCS option is
provided: --srmserverprovided: --srmserver
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Authorization MechanismsAuthorization Mechanisms
 Possible UCS => MCDB authorization Possible UCS => MCDB authorization   

(the corresponding login or DN should be registered in (the corresponding login or DN should be registered in 
MCDB first as an MCDB author)MCDB first as an MCDB author)

– CERN AFS login/password for UCSCERN AFS login/password for UCS
– LCG PKCS12 certificate + passwordLCG PKCS12 certificate + password
– LCG usercert.pem/userkey.pem from LCG usercert.pem/userkey.pem from 

~/.globus/  require password ~/.globus/  require password 
– grid-proxy-initgrid-proxy-init ( (defaultdefault; no password); no password)

 UCS => GRID authorization on CASTORUCS => GRID authorization on CASTOR
– grid-proxy-init grid-proxy-init (first check with grid-proxy-info)(first check with grid-proxy-info)
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Notes and LimitationsNotes and Limitations
 One LHEF header sample description corresponds to One LHEF header sample description corresponds to 

one article in MCDBone article in MCDB
 UCS takes samples description from the first file and UCS takes samples description from the first file and 

creates MCDB articlecreates MCDB article
 All other files are just copied to CASTOR and All other files are just copied to CASTOR and 

attached to the same article, but number of events attached to the same article, but number of events 
and sample cross section parsed for each sample.and sample cross section parsed for each sample.

 Different physics processes should be uploaded by Different physics processes should be uploaded by 
different runs of UCS and described in different different runs of UCS and described in different 
MCDB articlesMCDB articles

 In the first version of UCS only MadGraph header is In the first version of UCS only MadGraph header is 
possible, HepML is in progresspossible, HepML is in progress

 MCDB Article identifies by Article ID or Data Set MCDB Article identifies by Article ID or Data Set 
Name (the first one has a priority)Name (the first one has a priority)
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HOW TO Use UCS, Task IHOW TO Use UCS, Task I
The main task is to describe the set of LHEF (MadGraph or HepML header) filesThe main task is to describe the set of LHEF (MadGraph or HepML header) files
in MCDB as the new article and upload the files to specific CASTOR directory. in MCDB as the new article and upload the files to specific CASTOR directory. 

./upload2mcdb.pl file1 file2 ...
Description for the new MCDB article will be taken from the header 
of file1 but all other files will be uploaded and attached to the same article.

Possible additional options:
-dsname DataSetName #specify Data Set Name 
-header [MG, hepml] #specify type of LHEF header (MG - MadGraph, 

hepml - HepML header)
-authors AFSlogin1,AFSlogin2,...   #set additional authors for the article
-category Category1,Category2,... #set MCDB Category where to attache article 
(default is CMS08MG)
-not2web #do not post Article to WEB (keep in MCDB), 

default is post right after it is described
-verbose #be verbose during the run
-debug #print additional information during the session 
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HOW TO Use UCS, Task IIHOW TO Use UCS, Task II

  Upload more samples to the existing MCDB article Upload more samples to the existing MCDB article 
•  Requires ArticleID or DataSetName to identify where to attach the Requires ArticleID or DataSetName to identify where to attach the 
samples samples 
•  Do not change the description Do not change the description 
•  Not only LHEF format is possible Not only LHEF format is possible 

upload2mcdb.pl [-artid N] [-dsname DataSetName] --uploadonly file1 file2 ... 

Possible options:
-verbose #be verbose during the run
-debug #print additional information during the session 
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HOW TO Use UCS, Task IIIHOW TO Use UCS, Task III
Replace the description in the existing article and upload new filesReplace the description in the existing article and upload new files

upload2mcdb.pl [-artid N] [-dsname DataSetName] --replace  file1 
file2 ...

Possible options:
-dsname DataSetName #specify Data Set Name (analog ArticleID)
-header [MG or hepml] #specify type of LHEF header (MG - MadGraph, 

   hepml - HepML header)
-authors AFSlogin1,AFSlogin2,...   #set additional authors for the article
-category Category1,Category2,... #set MCDB Category where to attache 
article (default is CMS08MG)
-not2web #do not post Article to WEB (keep in MCDB), 

  default is post right after it is described
-verbose #be verbose during the run
-debug #print additional information during the session 
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HOW TO Use UCS, Task IVHOW TO Use UCS, Task IV
Describe sample in new article but do not upload any file to CASTOR.Describe sample in new article but do not upload any file to CASTOR.
The description is taken from the header of the file The description is taken from the header of the file 

upload2mcdb.pl --descriptiononly file1
Possible additional options:
-dsname DataSetName #specify Data Set Name 
-a [login, pkcs12, cert, globus] #type of authorization in MCDB, default is 

  globus
-header [MG, hepml] #specify type of LHEF header (MG - 

  MadGraph, hepml - HepML header)
-authors AFSlogin1,AFSlogin2,...   #set additional authors for the article
-category Category1,Category2,... #set MCDB Category where to attache 

  article (default is CMS08MG)
-not2web #do not post Article to WEB (keep in MCDB), default is 

  post right after it is described
-verbose #be verbose during the run
-debug #print additional information during the session 
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HOW TO Get Help on HOW TO Get Help on 
Uploading Client ScriptUploading Client Script

Get the Uploading Client Script Get the Uploading Client Script 
(download section of MCDB)(download section of MCDB)
wget   http://mcdb.cern.ch/distribution/upload2mcdb.plwget   http://mcdb.cern.ch/distribution/upload2mcdb.pl

Short help. Get the list of available options:Short help. Get the list of available options:

   ./upload2mcdb.pl -h

Long help. Get the detailed description with examples:Long help. Get the detailed description with examples:

   ./upload2mcdb.pl –help
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Advanced
Search
Query



38

MCDB Search EngineMCDB Search Engine
• dynamic dynamic query construction wizard (JavaScript/XML/SQL)query construction wizard (JavaScript/XML/SQL)

•   Search by many possible criteria with Search by many possible criteria with complicated relations complicated relations 
between DBobjectsbetween DBobjects

XML-query constructor (through web)

User's input

XSLT processing

XSLT-schema XML-query

SQL query

MCDB,
data-access

module

MCDB articles ID's

XML-wrapper
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Users Comments InterfaceUsers Comments Interface
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• Form to send a 
request for the 
authorization as
new LCG MCDB
author. 

• Necessary only if 
you want to upload
new MC samples
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Event files slice to manage event files attached to the article

Wild-cards 
are possible
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MC generator and Physics Process description slices
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Physics model 
parameters
and applied cuts slices
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  PARAMETERS OF EVENT SAMPLE DESCRIPTION
MCDB XML Scheme inside HepML specifications

 General informationGeneral information
– TitleTitle
– AbstractAbstract
– AuthorsAuthors
– Experiment and/or GroupExperiment and/or Group

 Physics process Physics process 
– Initial stateInitial state
– Final stateFinal state
– QCD scaleQCD scale
– Process PDFProcess PDF

 Event files Event files 
– Physics process/subprocessesPhysics process/subprocesses
– File nameFile name
– Events numberEvents number
– cross section and uncertaintycross section and uncertainty

 Used generatorUsed generator  
– Name and versionName and version
– DescriptionDescription
– Home page addressHome page address

 Theoretical modelTheoretical model
– NameName
– DescriptionDescription
– Set of parameters Set of parameters 

and their values with and their values with 
author's descriptionsauthor's descriptions

 Applied cutsApplied cuts
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MCDB API C++ ClassesMCDB API C++ Classes

namespace mcdb
{
class MCDB;
class Article;
class File;
class Author;
class Cut;
class Generator;
class Model;
class Process;
class Subprocess;
}

http://mcdb.cern.ch/doc/API/public/mcdb.hpp
class Model{
 public:
    Model();
    ~Model();
    class ModelParameter;
    string& name();
    string& name(const string&);
    string& description();
    string& description(const string&);
    vector<ModelParameter>& parameters();
    vector<ModelParameter>& 
parameters(const vector<ModelParameter>&);
    class ModelParameter
    {
     public:
        ModelParameter();
        ~ModelParameter();
        string& name();
        string& name(const string&);
        string& value();
        string& value(const string&);
    };
};

class Process{
 public:
    Process();
    ~Process();
    string& initialState();
    string& initialState(const string&); 
    string& finalState();
    string& finalState(const string&);
    string& factScale();
    string& factScale(const string&);
    string& renormScale();
    string& renormScale(const string&);
    string& pdf();
    string& pdf(const string&);

class Generator{
 public:
    Generator();
    ~Generator();
    string& name();
    string& name(const string&);
    string& version();
    string& version(const string&);
    string& homepage();
    string& homepage(const string&);

http://mcdb.cern.ch/doc/API/public/mcdb.hpp
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History: CMS MCDBHistory: CMS MCDB
–  http://cmsdoc.cern.ch/cms/generators/mcdb/http://cmsdoc.cern.ch/cms/generators/mcdb/
–  Operated in CMS during the OSCAR/ORCA era, Operated in CMS during the OSCAR/ORCA era, 
widely used by the Higgs groupwidely used by the Higgs group

–  Only parton level files; AFS storage;                    Only parton level files; AFS storage;                    
Only phonetic search; No SQLOnly phonetic search; No SQL

http://cmsdoc.cern.ch/cms/generators/mcdb/
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DocumentationDocumentation
  Main Web PageMain Web Page  http://mcdb.cern.chhttp://mcdb.cern.ch  
  Description of the projectDescription of the project
  Users and Authors HOW-TOsUsers and Authors HOW-TOs
  Developers documentationDevelopers documentation

  WikiWiki  
  https://twiki.cern.ch/twiki/bin/view/CMS/MCDBCMSSWInterfacehttps://twiki.cern.ch/twiki/bin/view/CMS/MCDBCMSSWInterface

https://twiki.cern.ch/twiki/bin/view/LCG/LCGMCDBhttps://twiki.cern.ch/twiki/bin/view/LCG/LCGMCDB  
  [[hep-ph/0404241hep-ph/0404241] LCG MCDB proposal] LCG MCDB proposal
  [[hep-ph/0604120hep-ph/0604120] LCG MCDB report (p.200-204)] LCG MCDB report (p.200-204)
  [hep-ph/0703287] LCG MCDB description[hep-ph/0703287] LCG MCDB description
  Core software supported by LCG Software Project Core software supported by LCG Software Project 
Infrastructure Infrastructure ((MySQL; CASTOR; CGI; Perl; Apache)MySQL; CASTOR; CGI; Perl; Apache)

  Mailing lists -  USERS:         lcg-mcdb-users@cern.ch     Mailing lists -  USERS:         lcg-mcdb-users@cern.ch     
           Developers:       project-lcg-mcdb@cern.ch           Developers:       project-lcg-mcdb@cern.ch  

http://mcdb.cern.ch/
http://arxiv.org/abs/hep-ph/0404241
http://arxiv.org/abs/hep-ph/0604120
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SummarySummary
 Three MCDB interfaces are ready:Three MCDB interfaces are ready:

– Interactive WEB interface (everything is Interactive WEB interface (everything is 
possible)possible)

– MCDB API is the automatic way to process the MCDB API is the automatic way to process the 
event samples from MCDB during the production event samples from MCDB during the production 
(not only LHEF samples) (not only LHEF samples) 

– Uploading Interface is the automatic way to Uploading Interface is the automatic way to 
upload and describe LHEF sample(s) in MCDB      upload and describe LHEF sample(s) in MCDB      
(Not only LHEF samples can be uploaded but not (Not only LHEF samples can be uploaded but not 
described automatically. First version of UCS described automatically. First version of UCS 
works with MG header only)works with MG header only)

 LibHepML is the proposed standard way to describe LibHepML is the proposed standard way to describe 
the sample automatically in ME generator the sample automatically in ME generator 
(development version is available in MCDB) (development version is available in MCDB) 
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MCDB SoftwareMCDB Software
 Stable versions of MCDB server and MCDB API are Stable versions of MCDB server and MCDB API are 

available in the download section: available in the download section: 
http://mcdb.cern.ch/distributionhttp://mcdb.cern.ch/distribution

 Development versions are in MCDB CVS: Development versions are in MCDB CVS: 
simu.cvs.cern.ch:/cvs/simu/GENSER/MCDBsimu.cvs.cern.ch:/cvs/simu/GENSER/MCDB  
http://simu.cvs.cern.ch/cgi-bin/simu.cgi/simu/GENSER/MCDB/http://simu.cvs.cern.ch/cgi-bin/simu.cgi/simu/GENSER/MCDB/

 Integration of MCDB API in CMSSW CVS is in Integration of MCDB API in CMSSW CVS is in 
CMSSW/src/GeneratorInterface/MCDBInterfaceCMSSW/src/GeneratorInterface/MCDBInterface

 All of the MCDB software will be published as an All of the MCDB software will be published as an 
OpenSource in HepFourgeOpenSource in HepFourge

http://mcdb.cern.ch/distribution
http://simu.cvs.cern.ch/cgi-bin/simu.cgi/simu/GENSER/MCDB/
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Where to Find MCDB Where to Find MCDB 
Uploading Interface ScriptsUploading Interface Scripts

Client Part of Uploading Interface:Client Part of Uploading Interface:  upload2mcdb.plupload2mcdb.pl

CVS: CVS: http://simu.cvs.cern.ch/http://simu.cvs.cern.ch/cgi-cgi-
bin/simu.cgi/simu/GENSER/MCDB/distribution/bin/simu.cgi/simu/GENSER/MCDB/distribution/

Stable Version:Stable Version:  http://mcdb.cern.ch/distribution/http://mcdb.cern.ch/distribution/

Server Part of Uploading Interface:Server Part of Uploading Interface:    upload_server.cgiupload_server.cgi
CVS:CVS: http://simu.cvs.cern.ch/cgi- http://simu.cvs.cern.ch/cgi-
bin/simu.cgi/simu/GENSER/MCDB/cgi-bin/authors/bin/simu.cgi/simu/GENSER/MCDB/cgi-bin/authors/

http://simu.cvs.cern.ch/
http://mcdb.cern.ch/distribution/
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HepML in LHEFHepML in LHEF

 J. Alwall et al., A standard format for Les Houches Event J. Alwall et al., A standard format for Les Houches Event 
Files (2006) [Files (2006) [hep-ph/0609017hep-ph/0609017] and [] and [hep-ph/0703287hep-ph/0703287]]

 Event Sample Structure:Event Sample Structure:
<LesHouchesEvents version="1.0"><LesHouchesEvents version="1.0">

    <header><header>

        <hepml><hepml>

                <!-- HepML sample description here --><!-- HepML sample description here -->

        </hepml></hepml>

    </header></header>

    <init> ... </init><init> ... </init>

    <event> ... </event><event> ... </event>

    <event> ... </event><event> ... </event>

    ................

</LesHouchesEvents></LesHouchesEvents>
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