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Provide at CERN “Data Analysis as a Service”
Interface chosen: Jupyter notebooks
•  Do analysis only with a web browser

–  Platform independent , “in the Cloud”

•  Allow easy sharing of scientific results: plots, data, code

–  Storage is crucial: mass & synchronised

•  Simplify teaching of data processing and programming
–  Here SWAN shines!

•  Ease reproducibility of results

•  Access to larger computational resources

•  Potential integration with several analysis ecosystems: R, Python, C++, Java…

–  Scientific software is crucial 2 



•  Interactive computing platform
•  Mix code, documentation, plots, shell scripts
•  N o t e n o u g h a l o n e t o g u a r a n t e e 

reproducibility 

–  But provides useful tools to achieve it!
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•  Strategy to configure the software environment:
–  Docker: single thin image, not managed by the user!

–  CVMFS: configurable environment via “views”

–  CERNBox: custom user environment

C

Externals/
LCG Releases

User software
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The fundamental shareable 
unit is the directory: notebook 
+ code + data 
 
Thinking aloud: share your 
analysis with CDS associated 
with your paper and open it in 
SWAN? 
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1 year of SWAN: 
•  50 sessions per day 
•  about 100 notebooks 
•  peaks of O(100) sessions for trainings 
•  4x bigger infrastructure 
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Focus must be on content: matches well the “copy & share paradigm”
•  Collect example notebooks, use cases, software packages (e.g. PyTimber, pieces of 

Python ecosystem) 
•  Not only from HEP, e.g. from high school classes

From the SWAN Galleries 



•  SWAN is the service for web based analysis at CERN: interface is jupyter 
notebooks

•  Initial goals: integration of services, easy access and reproducibility
–  Is analysis preservation a long term version of reproducibility?

•  SWAN building blocks helping reproducibility:
–  Notebooks: no justification not to document!
–  Frozen software stacks: LCG releases
–  Containers for abstracting from the platform
–  Integration with sync and share: share and checkpoint directories (fundamental 

shareable unit)
–  Integration with mass storage
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•  Peak: 243 simultaneous users, 503 notebooks, zero slowdowns
•  Users from EP, IT, BE, EN

•  BE users are quite active: beam physics, AWAKE, Access to Spark clusters

Some official events powered by SWAN: 
•  Hadoop Tutorial (Cern Training Catalogue) http://cern.ch/go/vL7d
•  ROOT Summer Students’ workshop http://cern.ch/go/QxF8
•  GridKA School of Computing http://cern.ch/go/7kgF
•  CERN School of Computing http://cern.ch/go/k6nq
•  “Practical Statistics” Academic Training http://cern.ch/go/Q9ZG 
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Note: in the end it was not a SWAN issue but rather matplotlib trying to interact with a non-existing X 
server.  



18 

Note: an EOS glitch. A reboot of the Docker daemon solved the issue. 
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https://github.com/rdemaria/pytimber/blob/
master/examples/LHC%20Page1.ipynb 
•  Read measurements coming from pick-

ups in a database 
•  Plot time series 
•  Needs also SciPy and to share the 

notebooks with his colleagues 

R. De Maria,  BE-ABP-HSS
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L. Anderlini
Rare B meson decay in LHCb
•  Read data from EOS
•  Setup complex fit
•  Document and inspect results

Results coming 
from real data!
(published now) 
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Analysis notebooks at 
http://opendata.atlas.cern/webanalysis/ROOTbooks.php

Runnable in SWAN!
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•  Treat every user as a smart person: explain why the system had issues, how we 
fixed them

•  Encourage feedback, attract contributions
•  Set up a forum-like mailing lis
•  Never push difficulties back to users


