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ntroduction INFN

. Goals of the tests:

— Determine the effect of accessing data on disk vs tape on
reprocessing efficiency

— Verify that the sites could stage data from tape at a rate
compatible with the reprocessing needs

— Gain experience with organized pre-staging of data

— Verify that the sites are able to provide CMS with the
pledged resources at any time (fair-share algorithms)
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Total number of tape
drives

Average fraction for
CMS (percent

Nominal write speed of a tape

drive (MB/s)

ascription

Nominal read speed of a tape
drive (MB/s)

Is read/write
performance per VO

Balagm/‘j
INFN
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Size of CMS disk
buffer (TB)

T1_DE_FZK

dCache/
TSM

T1_ES_PIC

dCache/
Enstore

T1_FR_IN2P3

dCache/
HPSS

T1_IT_CNAF
Castor

T1_TW_ASGC
Castor
T1_UK_RAL
Castor

T1_US_FNAL
dCache/
Enstore

Currently 24 (+12 to
come)

Currently 13 (+4 to come)
-29940B STK-7LTO3
IBM-2LTO4 IBM -2
LTO4 STK - (+4 LT04
STK to come, not before
STEPO09)

Currently 36 drives T10k
+30 drives T10kb (Jun
8th, ONLY for migration,
no staging)

T10000B: 20
9940b: 10 (to be
dismissed)

6 LTO4 (increase before
2010 yet to be quantified)

5 for CMS

25LTO4

CMS share: 7-8 drives (4
to come)

'storage_group_limits":
{'vo-cms': 2, 'vo-atlas' : 2,
'vo-lhch' : 1}

Driver are not dedicated to
VOs

~25%

50%

5 for CMS

100%

LTQ4 drives (~50 MB/sec), write
speed varies widely on use case,
absolute number not that
meaningful

LTO3 80 MB/s, LTO4 120 MB/s,
99408 30MB/s

50 MB/s

T10000B: 100 MB/s
9940b: 20 MB/s

~75 MB/s

50 MB/s

LTO4 drives (~50 MB/sec), read
speed varies widely on use case,
absolute number not that
meaningful

LTO3 80 MB/s, LTO4 120 MB/s,
9940B 30MB/s

100 MB/s

T100008B: 100 MB/s
9940b: 30 MB/s

~ 85 MB/s overall

50 MB/s

monitored?

Monitored on dCache level

Yes

No at HPSS level, but at
dcache one

Aggregated network
throughput in Lemon

yes (thanks tape logging
facility from castor)

We monitor data rates in /
out of each disk pool, and
can monitor the rate on
drives that are dedicated

to the VO.
~60 MB/s overall - see ~65 MB/s overall - see Yes
https:/itwiki.cern.chitwiki/bin/view  https://twiki.cern.ch/twiki/bin/view
/LCG/MssEfficiencyUS- ILCG/MssEfficiencyUS-
FNAL-CMS FNAL-CMS
10 July 2009

~B600 TB tape read

pools, 50 TB tape

write pools, 100 TB
disk-only pools

47 TBs reserved for
tape-recall ; 340
TBs in front of tape
(almost all disk is
buffer)

413 TB

156 TB

120TB for farm
read

~450TB (Farm),
~200TB (Import),
~100TB (Export)

3.2PB



ts description

* Pre-stage data using different methods:
— Central script based on SRM commands (CNAF)
— PhEDEX pre-stage agent (ASGC, PIC, RAL)
— Site-operated (FNAL, FZK, IN2P3)

 Every day at 16:00:

F——
June 3 day00

Purge from

disk

June 4

day00

— wipe from disk the data of day N+1
— pre-stage the data of day N

June 5 day02

day00

— process the data of day N-1 ~nes NEERE

day(2

« Measure the staging time and find the rates

* Monitor the number of slots provided to CMS at each site

* Measure the processing efficiency (CPT/WCT) at each site
« On the last day: process data not pre-staged and compare the

processing efficiency
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-stage methods

"+ Central script based on SRM commands

— Issues a bulk BringOnline request containing all the SURLs

— At regular (configurable) time intervals, it queries

« the status of the files in the request via StatusOfBringOnline

 the locality of all SURLs via Ls

— StatusOfBringOnline does not work well on Castor

e unless Castor-SRM 2.8 and Castor 2.1.8 are used

 PhEDEX

CMS PhEDEX - Transfer Rate

Blagm/j
INFN

Lsii Hazi
i Fisic 2 Nu le: are

— Based on a special configuration of the
standard transfer system

— The buffer used by the jobs for reading
data is treated as a PhEDEXx node

— Exploit the existing pre-stage agent and
the control and monitoring infrastructure

* New pre-stage agent for d-Cache

« Site-operated pre-stage

336 Hours from 2009-05-31 to 2009-06-14 UTC
T T T T

LW AN _Stage

ivirum: .00 M35, Average 13291 MBS, Curen: 0.52 MBe

— The list of files to be pre-staged is communlcated to the site manager

that starts the procedure locally
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ta samples il

« The samples used for the pre-stage and reprocessing tests
were real data collected during the 2008 cosmic global runs

« The size of the samples to be used daily at sites depends on
the expected MSS read rate

— that in turn depends on the requested processing rate
« Average file size was 2.5 GB

Expected } R -
Size (GB) rate (MB/s) N T R T S :
FZK 7179 g5 . WVeekz.
PIC 4225 50 ] |
IN2P3 4364 52 |
CNAF 4727 56
ASGC 6131 73
RAL 3346 40
FNAL 20365 242

T TW_ASGC_Buffer

* The time needed to stage in the whole sample is measured
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No data for FZK
(overall CMS rate
from tape ~120 MB/s)

O IN2P3
& ~105 MB/s
= 120
a0
60 52 MB/s
Target
30
0
Jun 2, 2009 Jun 5, 2009 Jun 8, 2009 Jun 11, 2009

e rates 1/2

O PIC
o Chart 4 -
= 150
~100 MB/s /\/’
1125 g i
s - J 50 MB/s
R Target
0
Jun 2, 2009 Jun 5, 2009 Jun 8,2009  Jun 11, 2009
O CNAF
@ ~220 MB/s
= 400 g
300
200
% 56 MB/s
5 Target
Jun 2, 2009 Jun 5, 2009 Jun 8,2009  Jun 11, 2009
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MB/s

220 -
165 225

O ASGC

~160 MB/s

e rates 1/2

MB/s

300

O RAL

~180 MB/s

110 2 VMBS 150
55 Thrget 3 40 MB/s

" ?get
Ju(r:: 2,2009 Jun5,2009 Jun8,2009 Jun 11,2009 JU("]‘ 2,2009  Jun5,2009  Jun8,2009  Jun 11,2009

O FNAL
400 280 MB/s o—-0~° All sites exceeded
- the expected rate
242 MB/s
200 Target
Need to redo the

100 tests at FZK
Ju?\ 2,2009 Jun5,2009  Jun8,2009  Jun 11,2009
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; pe usage &Fﬁ‘i“:‘?fﬁ’.i":”

° Ta pe Read CNAF MSS Tape volumes C NAF s Write Volume per Day RAL
. N
- pre-Stage 14000 —

g 15:ooojo - ——CMS Writes
g 10,000.0 A — Atlas Writes
5,000.0 - LHCb W
— data transfers 00| o Lo o LT

mmmmmmmmmmmm

Volume (GB

oooooooooooo

oooooooooooo

10000 | O Others write ssdgsssggsd9
e T1-T1, T1-T2 BECEEEZTIEER
)

] 8000 O Others read T ¥R SYBET oY
v ey e B CMS write
— non-STEPO9 activities 6000 | BOMS read Read Volume per Day
25,0000
40007 20,000.0 h

 Tape Write:

— re-processing output T E—— vt

0000000000 00 + —r T T e A\l| Readls

15,000.0 / /1
/N

Volume (GB)

mmmmmmmmmmmmmmmmm
cccccccccccc

P LIPS || g88ssggs88s8s888¢s8
\@@\@b

N
AN {b{b{b{b
— data transfers S FFEFF
Q Q L8R8 L8R28L8

e TO-T1 , T1 ,T1 [MSS Efficiencywﬂ:t:icms:T:t:l :t:t-; -
— non-STEPOY activities T e
* including T2-T1 transfers NN ~H ]
« At several sites CMS was the
main user of the tape systems B[ — "fﬁ ‘
il

— Use by ATLAS was heavy on the
disk pools but not on the tape
system -

Maximum 448.90 , Minimsm: 0.00 , Avwerage 121.@3 , Cursent 1.71
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« Week 1: problems in staging from %[& | ' ‘ g '
tape due to the competition S| FNAL Max Write Rate
between read and write (with Week 1  for 25 drives

higher priority for writes)

— High rate of “seeks” in combination for 25 drives,
with a 1 minute delay in reads [due to |-2 min seek

» ‘normal’ for non adjacent files @i batween reads 1

[ =% W | m i ’h‘i

FNAL Week 2 -

 Week 2: Optimization at several levels
— more tape ordering for staging;
— acting on # active transfers per node;

— kernel changes for buffer allocation and % of dirty
pages in mem,;

— tests on encp buffer size to achieve encp disk rates
of ~90 MB/s on average per drive overall in reads

Read rate increased of 25%; stage-in rate 400
MB/s

«! Max Read Rate

g

¢ MB/s |
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eprocessing Sy
* Reprocessing controlled by a single operator submitting jobs

via glide-in
 Number of jobs kept close to the level of the pledge at sites
« Jobs analyzing 1 or 2 files (6 to 15 hours)

« During the first 9 days of the test the unfinished jobs were
killed before submitting new ones (before 16:00 CEST)

e On day 10 (W|th o Running glideins - last month
prestaging) and
13 (without STEP begins
prestaging) the ok
jobs have been
left running for 2
days and used for ’ Weesk 22 Weesk 23 Weesk 24 - Week 25
the com parison m FZK-4 O RAL-2 O bdii FZK-LCGZ 1 W bdii INZP3-CC_3
with and without :Egii:ﬂi?ﬁ&ggi O bdi.i?'drii;;igfﬁ&-ﬂr;:i O bdi.i?'?;iﬁigfﬁ&g%:g
pre-staging S =k isos e o

Created on Jun 22 10:49:48 CDT 2009
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hares at CMS Tier-1s INFN

/ (e
« FZK: Two-step mechanism, a combination of a short (1 day)
fair-share adjustment with a long-term (180 days) accounting

of the consumed resources. Limit to [0.5, 2] times the nominal
VO shares

» PIC: the historical data is broken in 14 slots, 12h each, with a
decay rate of 20% between them

« CC-IN2P3: the fairshare is on a7days weighted average
 CNAF: the fairshare is on a 2 days weighted average
« ASGC: the fairshare is on a7days weighted average

« RAL.: the fairshare is on a 9 days weighted average with the
previous days usage counting most and the 9" day counting
only at the 5% level

« ENAL: no fairshare, CMS site only
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Ir shares INFN
fan, 22 Jun 2009 18:22  CC-INEP3 copuright (TK) |

CC-IN2P3

45K g =

 CMS could get its share of 60
resources basically at all
sites notwithstanding the
competition with other VOs

— Only some difficulties at ASGC
on the first days

— Recommendation for short (~2
days) “cool-off” period

31 ik the e O

FHumber ofF Jokbs

llgek 24 llesk, 25

« Good job efficiency atall o
sites £ .
3400 CE .
E
B
Tﬂ £
H““ HH“\HH :
||| gll@lll@ll III Il Ccl]_)

““““““““““““““““““““““““““““““““““““““““““““““““““
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- essing efficiency INFN

. Measure CPT/WCT for all jobs

* Very different performances at different sites
June 11th

-
N

-
(=
III|III|III|III|III|I “

iiiii

i

normailzed # jobs

=]

I

Ez::_l_ L
80 90 100
CPU efficiency

* Good performance for FZK, PIC, IN2P3, RAL, FNAL
— This particular day was bad for FZK but in general did well
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and w/o pre-staging /~n

450
5000/ — [ ] 400%—
- FNAL e RAL
4000 =
i _stagin
3000 pre S g g 250
B . . 200f-
2000 Without pre-staging 1ol
1000 1002_
- ] 50—
R R TR R T ¥ O "6"""26"""56"""96 5060 7650 60" 00
Avg. CPU Efficiency (%) Avg. CPU Efficiency (%)

Clear indications from the

~F  CCIN2P3 I sites that had good
efficiency

- [— 1 " | il NN A I I
DD 1 0 20 30 40 50 60 70 30 90 1 00
Avg. CPU Efficiency (%)
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Bo Iagm

h and w/o pre-staging .
ASGC - CNAF
taqi % Lower load on
T pre.irs] aq['ng 200t Castor after the
1003— withou _ 150;_ end of STEP
= re-staging o (test w/o
s [ pre-staging)
DD__ 1|0 IZIDI I 3|0 40 50 B ISOI - ITDI I 80 90 ‘IIDD DD:I ‘_u1|0 J_EIDI - 3|0 I 40 51:!I B ISOI - ITIDI - IBll:II - IQIDI I 100
Avg. CPU Efficiency (%) Avg. CPU Efficiency (%)
- PIC | FZK
3 No meaningful
- To be understood data without pre-
i staging
s i To be redone
e T T e, o
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] Bologns —Y
Conclusions T
 All sites (but FZK) demonstrated to be able to stage

data well above the required rate

— But the competition with ATLAS was low as they were
stressing in particular the disk pools, not the MSS

« Reprocessing ran smoothly and could get the
expected number of slots at most sites

— At ASGC it was difficult to get the required number of batch
slots especially at the beginning

— At CNAF and ASGC the job efficiency was low

 Sites with good efficiency when processing from disk
clearly indicate that without pre-staging the
performance degrades significantly

— PIC and CNAF behavior to be understood
— FZK test not significant
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