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• High luminosity particle colliders challenges 

• Precision timing as an option to overcome them 

• MCP-based secondary emission calorimeter challenges  

• Results using a pixelated MCP-base secondary emission 
calorimeter 

• Position resolution 

• Time resolution 

• Summary and Conclusions
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PA R T I C L E  P H Y S I C  T O D AY

• One missing piece of the puzzle, the Higgs boson  

• Higgs mechanism spontaneously breaks the electroweak symmetry       
⇒ W and Z bosons become massive 

• Recently discovered at the LHC, mH = 125 ± 0.24 GeV 

• Measured properties are compatible to that of SM Higgs.
12/12/15, 11:12 AMStandard Model of Elementary Particles

Page 1 of 1file:///Users/cmorgoth/Dropbox/Chile2015/TalkFigures/Standard_Model_of_Elementary_Particles.svg
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W H AT  I S  M I S S I N G ?

Unification of coupling constants @ Mpl

Figure 6.8: Two-loop renormaliza-
tion group evolution of the inverse
gauge couplings α−1

a (Q) in the Stan-
dard Model (dashed lines) and the
MSSM (solid lines). In the MSSM
case, the sparticle masses are treated
as a common threshold varied be-
tween 500 GeV and 1.5 TeV, and
α3(mZ) is varied between 0.117 and
0.121.
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This unification is of course not perfect; α3 tends to be slightly smaller than the common value of
α1(MU ) = α2(MU ) at the point where they meet, which is often taken to be the definition of MU .
However, this small difference can easily be ascribed to threshold corrections due to whatever new
particles exist near MU . Note that MU decreases slightly as the superpartner masses are raised. While
the apparent approximate unification of gauge couplings at MU might be just an accident, it may also
be taken as a strong hint in favor of a grand unified theory (GUT) or superstring models, both of which
can naturally accommodate gauge coupling unification below MP. Furthermore, if this hint is taken
seriously, then we can reasonably expect to be able to apply a similar RG analysis to the other MSSM
couplings and soft masses as well. The next section discusses the form of the necessary RG equations.

6.5 Renormalization Group equations for the MSSM

In order to translate a set of predictions at an input scale into physically meaningful quantities that
describe physics near the electroweak scale, it is necessary to evolve the gauge couplings, superpotential
parameters, and soft terms using their renormalization group (RG) equations. This ensures that the
loop expansions for calculations of observables will not suffer from very large logarithms.

As a technical aside, some care is required in choosing regularization and renormalization procedures
in supersymmetry. The most popular regularization method for computations of radiative corrections
within the Standard Model is dimensional regularization (DREG), in which the number of spacetime
dimensions is continued to d = 4 − 2ϵ. Unfortunately, DREG introduces a spurious violation of su-
persymmetry, because it has a mismatch between the numbers of gauge boson degrees of freedom and
the gaugino degrees of freedom off-shell. This mismatch is only 2ϵ, but can be multiplied by factors
up to 1/ϵn in an n-loop calculation. In DREG, supersymmetric relations between dimensionless cou-
pling constants (“supersymmetric Ward identities”) are therefore not explicitly respected by radiative
corrections involving the finite parts of one-loop graphs and by the divergent parts of two-loop graphs.
Instead, one may use the slightly different scheme known as regularization by dimensional reduction,
or DRED, which does respect supersymmetry [109]. In the DRED method, all momentum integrals
are still performed in d = 4 − 2ϵ dimensions, but the vector index µ on the gauge boson fields Aa

µ

now runs over all 4 dimensions to maintain the match with the gaugino degrees of freedom. Running
couplings are then renormalized using DRED with modified minimal subtraction (DR) rather than

61

Dark matter candidate 

Dark matter accounts for 27% of the 
total energy budget of the universe

Very crucial questions 
remain unanswered
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H I G H  L U M I N O S I T Y  E N V I R O N M E N T S

• The LHC and possible future colliders will play a key role in 
answering those questions 

• In all cases high instantaneous luminosities (larger than 1034 cm-2s-1) 
• HL-LHC: aiming at 1035 cm-2s-1 

• Future collider: even higher in order to probe rare processes
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H I G H  L U M I N O S I T Y  E N V I R O N M E N T S
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Physics Motivation for Precision Timing
Challenges

Collect more data to increase LHC reach:
• Pileup interactions up to 140
• Key measurements will be affected by this harsh environmentHigh Luminosity ⇒ High pileup

Multiple pp collisions close to each other: deteriorate physics performance. 
Up to 140 pileup interactions at the HL-LHC

see A. Apresyan talk
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Jet$from$Primary
interactionJet$from$pileup

H I G H  L U M I N O S I T Y  E N V I R O N M E N T S

Many challenges come with high pileup: 
• Jets from pileup could be associated with the main interaction 

• Pileup particle merging with particles coming from main interaction 

• Vertices could overlap in the longitudinal direction
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H I G H  L U M I N O S I T Y  E N V I R O N M E N T S

Missing transverse energy is very important for many 
BSM physics searches

pileup particles significantly contribute to the missing ET resolution

• Every pileup interaction contributes   

~ 3 GeV to the missing ET  resolution 

• At 140 pileup interactions, the missing 

ET  resolution due to pileup will be 

~40 GeV
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H I G H  L U M I N O S I T Y  E N V I R O N M E N T S

Tracking based vertexing also starts to suffer at such 
high pileup conditions

start to have  
overlapping vertices
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P R E C I S I O N  T I M I N G  A S  A  S O L U T I O N

longer time

shorter time

longer time

shorter time

A possible solution is to use precision timing

measure time stamp of a 
particle at the detector  

Identify from what 
vertex it was produced 

then

see A. Apresyan talk
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?

?

I :  P R E C I S I O N  T I M I N G  A P P L I C AT I O N S

Precision timing information could be use to identify 
pileup particles (pileup ID)

check time stamp consistency with primary vertex

record charged 
particle, photon, 

and jet time stamps

I: object level pileup ID
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I I :  P R E C I S I O N  T I M I N G  A P P L I C AT I O N S

II: single hit pileup ID

Precision timing information could be used when 
clustering single hits in the calorimeter

outside clustering 
time window

inside clustering 
time window

at 140 pileup, neutral particle 
contribute up to 100% of the 

energy in a 50 GeV jet
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H→ɣɣ candidate

real vertex?

?

?

I I I :  P R E C I S I O N  T I M I N G  A P P L I C AT I O N S

III: event level vertexing

Precision timing could be used to reconstruct the 
primary vertex when only neutral particles are present

ɣ

ɣfundamental for precision 
measurements of the Higgs 

see A. Apresyan talk
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P R E C I S I O N  T I M I N G  G O A L S

1 cm

Δt ≈ 30 ps

How precise does the timing measurement need to be?

• Particles travel at near the speed of light 
• 1 cm is equivalent to ~33 ps   
• To distinguish pileup interactions separated by 1 cm requires a time 

resolution of ~30 ps 
• Typical collider beam-spots are ~10 cm ⇒ rejection factor of 10 
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Multichannel Plate as the Active Element of a Shower 
Maximum Detector, Part I
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S E C O N D A R Y  E M I S S I O N  C A L O R I M E T E R

Secondary emission calorimeters provide some intrinsic advantages: 
• MCP are radiation hard 
• No optical transparency issues 
• No optical transport issues 
• Intrinsically fast: 

• Signal formation and decay are fast (full pulse in a few ns) 
• Major advantage for future colliders (enables higher bunch 

crossing rate)

MCP example pulse: 

2 ns pulse width
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M C P - B A S E D  S E C O N D A R Y  E M I S S I O N  C A L O R I M E T E R
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2x2 mm2 trigger 
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Electron beam @ 
Fermilab Test Beam Facility

sample shower at a 
fixed location

Use Photek-240 as 
a reference time

M C P - B A S E D  S E C O N D A R Y  E M I S S I O N  C A L O R I M E T E R

NIM. A 828 (2016), pp. 1–7 
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M C P  D E T E C T O R S

Electron beam @ 
Fermilab Test Beam Facility
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25 μm pore size; 5.3x5.3 cm2 active area;
64 pixels (8x8), 6.5 mm pitch per pixel;
rise time ~0.6 ns, pulse width ~1.8 ns.

NIM. A 828 (2016), pp. 1–7 
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115

first determine the time position of the pulse peak. A Gaussian function is fitted
to the pulse maximum using three points before the maximum of the pulse peak
and four points after the maximum. The mean value of the Gaussian was used as
the time stamp for each pulse. A Photek 240 MCP-PMT, whose time resolution
was previously measured to be less than 10 ps [183] was used as a “start” signal,
while pulses from individual pixels on the Photonis XP85011 MCP-PMT were used
as “stop” signals. The integrated charge for each pulse is used as a proxy for the
measured energy deposit in each channel, and is computed using four time samples
before and after the peak of the pulse. Each time sample is approximately 0.2 ns
in time. Events containing pulses above 500 mV in amplitude are rejected as they
saturate the DRS4. Only pulses with amplitude larger than 20 mV are used for time
measurements, to reduce the impact of the electronics noise in the DRS4. Other
event selection and pulse cleaning procedures are used to eliminate abnormal pulses
in the readout, as described in [181].
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Figure 12.3: Example of a digitized signal from a single Photonis pixel (left) and Photek
(right) MCP-PMT following a high-energy electron shower, via DRS4.

12.4 Electromagnetic Shower Position Reconstruction and Resolution
The transverse shape of electromagnetic showers is very well known and has a
characteristic width given by the Moliere radius, see Section 10.1. For tungsten, the
Moliere radius is about 9 mm and therefore the shower is expected to be contained
within two of the pixels in the Photonis XP85011 MCP-PMT. In Figure 12.4 shows
the mean charge measured in each of the pixels for one example run where the
Photonis MCP-PMT was held in a fixed location approximately centered on the
beam. The electron beam has a width of about 1 cm.

Each electron impacting the shower-maximum detector will induce an electromag-
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Figure 12.3: Example of a digitized signal from a single Photonis pixel (left) and Photek
(right) MCP-PMT following a high-energy electron shower, via DRS4.

12.4 Electromagnetic Shower Position Reconstruction and Resolution
The transverse shape of electromagnetic showers is very well known and has a
characteristic width given by the Moliere radius, see Section 10.1. For tungsten, the
Moliere radius is about 9 mm and therefore the shower is expected to be contained
within two of the pixels in the Photonis XP85011 MCP-PMT. In Figure 12.4 shows
the mean charge measured in each of the pixels for one example run where the
Photonis MCP-PMT was held in a fixed location approximately centered on the
beam. The electron beam has a width of about 1 cm.

Each electron impacting the shower-maximum detector will induce an electromag-

M C P  S I G N A L

Photonis MCP 
pixel 

Photek-240 MCP 

MCP signal pulses in this setup
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M O S T  R E L E VA N T  T I M I N G  C O N T R I B U T I O N S
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I: shower fluctuations II: Reference Timer III: Digitization/DAQ

Different sources contribute to the time resolution 

II: Photonis MCP + Showerrelevant source

other sources
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R E F E R E N C E  T I M E R
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Photek-240

• Measure ~10 ps time-of-flight resolution 
• Single device time resolution ~6 ps 

• Excellent reference timer for subsequent measurement

Beam direction 
(120 GeV protons)

Study of the timing performance of micro channel plate 
photomultiplier for use as an active layer in shower 
maximum detector.”, NIM A, 795 (2015) p. 288-292



Cristián H. Peña, Caltech 23

D I G I T I Z AT I O N  A N D  D A Q

scope application DRS4 Units

• Use DRS4 (Domino-Ring-Sampler) Evaluation Board developed by 
Stefan Ritt at PSI for MEG2 experiment 

• 750 MHz of analog bandwidth 
• 5 Gsamples/s (i.e. 200 ps per sample) 
• Well validated software and scope applications 
• Measured electronic time resolution to be about 5 ps



Cristián H. Peña, Caltech 24

• Use DRS4 (Domino-Ring-Sampler) Evaluation Board developed by 
Stefan Ritt at PSI for MEG2 experiment 

• 750 MHz of analog bandwidth 
• 5 Gsamples/s (i.e. 200 ps per sample) 
• Well validated software and scope applications 
• Measured electronic time resolution to be about 5 ps

D I G I T I Z AT I O N  A N D  D A Q

Also available as a crate 
module: 32+4 channels
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S H O W E R  F L U C T U AT I O N S

Lead%or%
Tungsten%
Absorber

2x2%mm2

Trigger
Start%Counter%
Photek 240%
MCP<PMT

Stop%Counter%
Photek 240%
MCP<PMT

Beam%Direction

• Measure time jitter for a prototype 
sampling calorimeter with precision 
time capability 

• Use Photek-240 as reference 
• Use Photek-240 to detect shower 

secondaries

• Shower fluctuation may result in time jitter on the signal pulses 
• Quantification of this contribution is key
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Study of the timing performance of micro channel plate 
photomultiplier for use as an active layer in shower 
maximum detector.”, NIM A, 795 (2015) p. 288-292

S H O W E R  F L U C T U AT I O N S

• We measured the time resolution throughout the shower at ~13 ps 
• Suggest that shower fluctuations contribute less than 10 ps to the time 

jitter — taking into account the detector jitter.
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Multichannel Plate as the Active Element of a Shower 
Maximum Detector, Part II
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M C P - B A S E D  S E C O N D A R Y  E M I S S I O N  C A L O R I M E T E R

Electron beam @ 
Fermilab Test Beam Facility
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S H O W E R  P O S I T I O N  R E C O N S T R U C T I O N
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Unfortunately one pixel was dead

114

(see Figure 12.2). During the course of the experiment it was found that the pixel
labelled 44 in Figure 12.2 did not function properly and was therefore not used in
the analysis of the data. Four DRS4 high speed waveform digitizers were used to

Figure 12.2: The external view of the Photonis XP85011 MCP-PMT is shown on
the left, and the schematic diagram is shown on the right. The red square indicates
the pixels used for the experiment and data analysis.

acquire the signals from the Photek 240 MCP-PMT, the cherenkov counter, and the
eight operational channels from the Photonis XP85011 MCP-PMT. In order to al-
low a synchronized readout of four separate DRS4 units we split the signals from
the Photek 240 MCP-PMT into four, and connected them to each of the four DRS4
units, thus achieving a “calibration” between the four di↵erent units.

12.3 Event Selection and Pulse Reconstruction
Reconstruction of the signal pulses and timestamps is performed using the identical
methods described in Chapter 11 and other studies [41, 181, 183]. Figure 12.3
shows example pulses from one pixel channel of the Photonis XP85011 MCP-PMT
and the Photek 240 MCP-PMT digitized by the DRS4.

The time resolution is measured as the standard deviation of the Gaussian fit to the
TOF distribution t0 � t1, where t0 is the time recorded at the “start” detector, and
t1 is that of the “stop” detector. To assign a time stamp for each signal pulse, we

Use only 9 pixels of 
the 8x8 matrix

event-by-event shower mean 
position reconstruction

NIM. A 828 (2016), pp. 1–7 



Cristián H. Peña, Caltech 30

 0
.5

 m
m

)
×

En
tri

es
 / 

(0
.5

 m
m

 

0

5

10

15

20

25

30

X Axis [mm]
0 2 4 6 8 10 12 14 16 18

Y 
Ax

is
 [m

m
]

0

2

4

6

8

10

12

14

16

18

 0
.5

 m
m

)
×

En
tri

es
 / 

(0
.5

 m
m

 

0

5

10

15

20

25

30

X Axis [mm]
0 2 4 6 8 10 12 14 16 18

Y 
Ax

is
 [m

m
]

0

2

4

6

8

10

12

14

16

18

 0
.5

 m
m

)
×

En
tri

es
 / 

(0
.5

 m
m

 

0

5

10

15

20

25

30

35

40

45

X Axis [mm]
0 2 4 6 8 10 12 14 16 18

Y 
Ax

is
 [m

m
]

0

2

4

6

8

10

12

14

16

18

Y Axis [mm]
0 2 4 6 8 10 12 14 16 18

Fr
ac

tio
n 

of
 E

nt
rie

s 
/ 0

.5
 m

m
0

0.02

0.04

0.06

0.08

0.1

0.12

0.14

0.16

0.18

0.2

0.22
Beam displacement:

Known:      2.00 mm
Measured: 1.65 mm

Known:      2.00 mm
Measured: 1.86 mm

event-by-event shower mean 
position reconstruction

Shower positions are on 
average well reconstructed

S H O W E R  P O S I T I O N  R E C O N S T R U C T I O N
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S H O W E R  P O S I T I O N  R E S O L U T I O N

• Model the shower position as the convolution of 
the beam profile with a Gaussian (resolution)  

• We fit the data to extract the resolution (width of 
the Gaussian)

• Obtain a position 
resolution of ~1 mm 

• Recall that each pixels is 
5.9 mm in size

NIM. A 828 (2016), pp. 1–7 
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T I M E  R E S O L U T I O N
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Figure 12.8: The time distributions obtained using the highest energy pixel (left) and the
energy weighted algorithm (right) are shown for one example run. The distributions are
fitted with Gaussian models, and the width parameter of the Gaussian is displayed on the
plot.

pileup. A highly granular readout is required to achieve these goals.

This chapter reports the results on position and time resolution measurements of a
secondary emission based calorimeter prototype that used the Photonis XP85011
MCP-PMT as the sensitive element. Using a pixelated readout of the MCP-PMT
a highly granular information of the shower development in the transverse plane is
obtained. Combining the measurements from a 3⇥3-pixel readout a sub-millimeter
position resolution is measured, which far exceeds the 6 mm size of the individ-
ual pixels. While the more granular readout degrades the signal to noise for each
individual pixel, the proper combination from independent pixels preserves a good
time resolution. The mesured time resolution improves with the increase in the

single pixel time resolution combined time resolution

combine 
 all pixels

Look at individual and combined time resolution 

NIM. A 828 (2016), pp. 1–7 
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Combined time resolution at the level of 35-40 ps 
when using pixelated information

NIM. A 828 (2016), pp. 1–7 
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We look at the effect of combining the pixels

• Each additional pixel 
improves the time resolution 

• Time resolution is consistent 
with a A/√N  + B distribution 

Important to add transverse information in calorimetric device
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B O N U S :  M U LT I P L E  T I M I N G  L AY E R S

137

of various thicknesses for measurements of the longitudinal profile of the electro-
magnetic shower. The HGC timing layer is located immediately downstream of the
absorber plates. Finally, a Photek 240 MCP-PMT detector [41, 181, 184, 182] is
placed furthest downstream, and serves to provide a very precise reference times-
tamp; Its precision has been previously measured to be less than 10 ps [184]. A
photograph showing the various detector components is presented in Figure 14.4.
More details of the experimental setup are described in our previous studies using
the same experimental facility in references [41, 181, 184, 182] as well as in Chap-
ters 11 and 12. The DAQ system is based on a CAEN V1742 digitizer board [5],

1.7x2 mm2  
Scintillator trigger

Beam direction

Absorber 
(Lead / Tungsten)

HGC Layer

Photek 240

Photonis

Figure 14.3: A schematic diagram of the test-beam setup is shown. The t0 and t1
are defined in Section B.7.

which provides digitized waveforms sampled at 5 GS/s. The HGC timing layer
was not electromagneticly shielded and therefore some electronic pickup noise was
detected and accounted for during the o✏ine analysis. A nominal bias voltage of
�300 V was applied to deplete the silicon sensor in all of the studies shown below.

14.4 Test Beam Measurement, Data Analysis, and Results
Measurements were performed in June 2016, using the primary 120 GeV proton
beam, and secondary electron beam provided for the FTBF. Secondary beams with
energies ranging from 4 GeV to 32 GeV were used. As discussed in Chapter 13, the
electron purity for those beams ranges between 70% at the lowest energy to about
10% at the highest energy. Stacks of either tungsten or lead plates with varying
thicknesses were placed immediately upstream of the HGC timing layer in order
to measure the response along the longitudinal direction of the electromagnetic
shower, although most of the results presented below correspond to 6X0 of lead.

Silicon

single channel

Combine two timing layer to improve time resolution

see A. Apresyan talk



Cristián H. Peña, Caltech

144

Time Resolution [ns]
-0.3 -0.2 -0.1 0 0.1 0.2 0.3

Nu
m

be
r o

f E
ve

nt
s

0

100

200

300

400

500

600

MCP: TOF

 0.2 ps± = 13.9 σ

MCP: TOF

Time Resolution [ns]
-0.3 -0.2 -0.1 0 0.1 0.2 0.3

Nu
m

be
r o

f E
ve

nt
s

0

50

100

150

200

250

300

350

1/2 HGC w/ Total Charge Weighting, 1/2 MCP: TOF

 0.2 ps± = 11.5 σ

1/2 HGC w/ Total Charge Weighting, 1/2 MCP: TOF

Figure 14.13: TOF distributions for (left) the Photonis MCP-PMT and (right) the
final two-layer combination using a 32 GeV electron beam and 6X0 of tungsten. The
TOF resolutions are estimated by the standard deviation parameter of the Gaussian
fit (red solid curve) to the TOF distribution .

Photek 240 MCP-PMT. – is smeared by adding a random number drawn from a
Gaussian p.d.f with a mean and a width of 0 and 50 ps, respectively.

Figure 14.14 shows the TOF distributions after smearing for the pixels with highest
and second highest charge in the left and right panel, respectively. The �tHGC

distribution and the two-layer combination TOF distribution are shown in the left
and right panel of Figure 14.15. Here, pixels and layer are all combined with the
same weight. The HGC time resolution improves from that of the central pixel only,
this could be explain since the dominance of the central pixels has been diluted by
the 50 ps Gaussian smearing. The HGC time resolution as a function of the number
of pixels combined is shown in Figure 14.16.
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Figure 14.14: TOF distributions after a 50 ps Gaussian smearing for (left) the pixel
with the highest and (right) the the pixel with the second highest charge in the HGC
layer using a 32 GeV electron beam and 6X0 of tungsten. The TOF resolutions are
estimated by the standard deviation parameter of the Gaussian fit (red solid curve)
to the TOF distribution.
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Photek 240 MCP-PMT. – is smeared by adding a random number drawn from a
Gaussian p.d.f with a mean and a width of 0 and 50 ps, respectively.

Figure 14.14 shows the TOF distributions after smearing for the pixels with highest
and second highest charge in the left and right panel, respectively. The �tHGC

distribution and the two-layer combination TOF distribution are shown in the left
and right panel of Figure 14.15. Here, pixels and layer are all combined with the
same weight. The HGC time resolution improves from that of the central pixel only,
this could be explain since the dominance of the central pixels has been diluted by
the 50 ps Gaussian smearing. The HGC time resolution as a function of the number
of pixels combined is shown in Figure 14.16.
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Figure 14.14: TOF distributions after a 50 ps Gaussian smearing for (left) the pixel
with the highest and (right) the the pixel with the second highest charge in the HGC
layer using a 32 GeV electron beam and 6X0 of tungsten. The TOF resolutions are
estimated by the standard deviation parameter of the Gaussian fit (red solid curve)
to the TOF distribution.
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Figure 14.8: TOF distributions for (left) the pixel with the highest and (right) the
the pixel with the second highest charge in the HGC layer using a 32 GeV electron
beam and 6X0 of tungsten. The TOF resolutions are estimated by the standard
deviation parameter of the Gaussian fit (red solid curve) to the TOF distribution.

Time Resolution [ns]
-0.3 -0.2 -0.1 0 0.1 0.2 0.3

Nu
m

be
r o

f E
ve

nt
s

0

20

40

60

80

100

120

140

160

180

200

220

240

HGC: TOF w/ Event Charge Weighting

 0.4 ps± = 15.7 σ

HGC: TOF w/ Event Charge Weighting

Time Resolution [ns]
-0.3 -0.2 -0.1 0 0.1 0.2 0.3

Nu
m

be
r o

f E
ve

nt
s

0

50

100

150

200

250

HGC: TOF w/ Landau MPV Charge Weighting

 0.4 ps± = 15.5 σ

HGC: TOF w/ Landau MPV Charge Weighting

Figure 14.9: TOF distributions of the HGC layer using a 32 GeV electron beam and
6X0 of tungsten, where the pixels are combined with (left) the default algorithm and
(right) the mpv of the charge distribution as the weight. The TOF resolutions are
estimated by the standard deviation parameter of the Gaussian fit (red solid curve)
to the TOF distribution .

olution as a function of the pixels combined at di↵erent separations between the
tunsten absorber and the HGC layer, where it is observed that the TOF resolution
is not significantly improved as a function of the added pixels for any of the sepa-
rations. Despite the small improvement, it is observed that the larger the distance
between the absorber and the HGC layer the larger is the relative improvement in
the time resolution as more pixels are added, this is consistent with the fact that
showers are more spread for the runs with more separation. Thus, it is convenient
to define a quantity related to the transverse shower spread, to achive this we use the
ratio of the charge in the central pixel and the total charge in the 7 pixels as proxy
to the transverse showe profile:

Combine two timing layer to improve time resolution

Photonis Silicon

Two layer combination  
improves time resolution
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• MCP-based secondary emission calorimeters are a real 
possibility 

• They open a new window into precision timing 
calorimetry 

• Beam test of pixelated of Photonis MCP shows good 
position resolution 

• Transverse information improves the time resolution 

• Final time resolution is ~35-40 ps; the 30 ps goal for 
HL-LHC is around the corner
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C H A R G E  V S  B E A M  E N E R G Y
Charge Deposit measured as a function of 

Beam energy
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Figure 12.10: The correlation between the time measurement and the measured
integrated charge is shown on the left for one example pixel. The same correlation
after performing the time measurement correction is shown on the right.
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Figure 12.11: The time resolution of the electromagnetic shower for various runs
is shown after performing the time measurement correction based on the measured
integrated charge.
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Figure 12.10: The correlation between the time measurement and the measured
integrated charge is shown on the left for one example pixel. The same correlation
after performing the time measurement correction is shown on the right.
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Figure 12.11: The time resolution of the electromagnetic shower for various runs
is shown after performing the time measurement correction based on the measured
integrated charge.
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