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The Worldwide LHC Computing Grid (WLCG) is the largest grid computing infrastructure in the world pool-
ing the resources of 170 computing centers (sites). One of the advantages of grid computing is that multiple
copies of data can be stored at different sites allowing user access that is independent of that site’s geographic
location, unique operating systems, and software. Each site is able to communicate using software stacks
collectively referred to as “middleware”. One of the middleware pieces is the storage element (SE) which
manages data access between sites.

The middleware distributed by the Open Science Grid (OSG) previously used a storage resource manager (SRM)
allowing for sites to expose their SEs for access by off-site compute elements (CEs) via the Grid File Transfer
Protocol (GridFTP). OSG is eliminating the use of an SRM entirely and transitioning towards a solution based
solely on GridFTP and Linux Virtual Server (LVS). LVS is a core component of the Linux kernel, so this
change increases both maintainability and interoperability. In this document, we outline our methodologies
and results from the large scale testing of an LVS+GridFTP cluster for data reads. Additionally, we discuss
potential optimizations to the cluster to maximize total throughput.
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