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Proxy Cache Cluster Details

Attribute | Specs
---|---
# Nodes | 11
Node disk capacity | 12x2TB = 24TB per node, 264 TB total
Network Card | 10Gbps/ Total throughput of >100Gbps
RAM Memory | 48GB
Expected Usage | miniaod of all reprocessing of run 2 data
# cores/jobs at UCSD | 6k
Number of Jobs expected to feed | 5k, 20k when Caltech comes in

Future Plans: Coming to a Caltech site near you